Money, Uncertainty and Time

This book starts from a simple observation, namely that Keynesian economics, broadly defined as the theoretical approach that seeks inspiration in Keynes’s writings, has made important contributions to the economics discipline, and remains a driving force in the development of new theories, policies and methods of analysis.

The author argues that Keynesian economists are dissenters who question the traditional proposition that market economies automatically self-adjust to the full employment level of output. He examines the role that money, uncertainty and time have played in the development of the Keynesian dissent over the last few decades. The book is divided into three main sections. Part I deals with the historical development of Keynesian economics and the lessons that can be learned from its successes and failures. Part II is concerned with the theoretical elements of modern Keynesian economics. It deals with notions of rationality, probability relations and knowledge and their applications to the theory of unemployment and the monetary circuit theory. Finally, Part III deals with the Horizontalist and the Structuralist analyses of endogenous money and the possibility of encompassing these analyses into a more general theory.

A concise and comprehensive analysis of the issues surrounding uncertainty, money and time, this informative book will be useful for all those scholars and students involved with monetary theory and policy and the history of economic thought.
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G.C. Harcourt
Jesus College
Cambridge
May 2007
1 Introduction

Money, uncertainty and time

This book starts from a simple observation, namely that Keynesian economics, broadly defined as the theoretical approach that seeks inspiration in Keynes’s writings, has made important contributions to the economics discipline, and it remains a driving force in the development of new theories and methods of analysis. For instance, in his Nobel Prize lecture in December 2001, George Akerlof explained that the research programme for which he received the prestigious prize was nothing but the development of behavioural macroeconomics in the original spirit of Keynes’s *General Theory* (1936) (Akerlof 2002: 411). He also referred to the diminished authority of Keynesian economics from the late-1960s and 1970s together with the resurgence of Classical economics as a significant development in the history of the economics discipline. For all the progress on the microeconomic foundations of price and wage decisions, New Classical macroeconomics failed to account for real-world phenomena such as involuntary unemployment and rising income inequalities (see also Stiglitz 2002: 489). Akerlof concludes his review of modern theories that explicitly attempt to provide explanations for, and solutions to, these real-world phenomena by stating that Keynes’s work was a major driving force in the development of New Keynesian theories, and more generally the greatest contribution to behavioural economics before the present era. This profound vitality of Keynesian economics is indicative of the significance of Keynes’s insights into the working of modern economies. It confirms the high reference power of economic ideas that have had to face, and consequently be adapted to, a variety of often very different historical circumstances.

The term Keynesian economics has usually been used to label the core theoretical ideas of Keynes’s *magnum opus*, *The General Theory of Employment, Interest and Money* (1936), and its policy implications (Eatwell 1987: 46–47, Kregel 1987a). More precisely, Keynesian economics has usually been associated with the tendency to replace changes in the interest rate and other prices, with changes in the level of national income as the main
factor of adjustment between investment and saving. In Keynesian analysis, income effects take priority over price changes in the process of formation of the overall level of output and employment. This idea was directly derived from the principle of effective demand, which downplayed the price mechanism, and promoted, via the multiplier analysis, the link between autonomous expenditure (e.g. investment) and income. This view leads to the conclusion that in a market economy there is no automatic tendency either in the short or long period\(^1\) ensuring that the level of output corresponds to the full employment level. The economy could thus reach an equilibrium position with output far below capacity.

In terms of policy formation, this means that it should be the responsibility of the government to intervene in the economy by managing, via fiscal and monetary policies, a level of aggregate demand that would generate full employment. The distinctive features of Keynesian economics can thus be summarised into three basic propositions (Fontana and Gerrard 2006).

**Proposition I (the possibility of involuntary unemployment):** the economy does not automatically and effectively self-adjust towards the social macroeconomic optimum.

**Proposition II (the principle of effective demand):** aggregate demand plays an important role in determining the adjustment path of the economy.

**Proposition III (the principle of policy effectiveness):** fiscal and monetary policies are effective for determining, under certain circumstances, the level of output and employment in the economy.

Propositions I–III serve two purposes. First, they are useful for defining Keynesian economics vis-à-vis Neoclassical economics. From this perspective, Keynesian economists are dissenters who question the characteristic Neoclassical proposition that market economies automatically self-adjust to

---

\(^1\) This book does not distinguish between short run and short period (or similarly long run and long period), though consistency with English language and the Marshallian tradition of studying economics in Cambridge would require me to use ‘run’ for an historical interval of time, and ‘period’ for an analytical interval of time (Marshall 1890: 363–380): “‘period’ is an analytical concept where the economist is in control of what may vary and what is locked up, at least provisionally, in the ceteris paribus pound; ‘run’, by contrast, is an historical concept where whatever is either changing or constant in a given situation is an historical outcome’ (Harcourt 2006: 62, n. 6). In accordance with modern practice, in this book short-run and long-run refer to the analytical intervals of time (however see, on the risks of this modern practice, Panico and Petri 1987).
the full employment level of output. In Neoclassical economics involuntary employment is a logically untenable position (Dixon 2000). Could not unemployed workers obtain a job if only they were willing to reduce their reservation wage? The answer of Keynesian economists to this question is no. Involuntarily unemployed workers are willing to accept, but cannot obtain, jobs identical to those currently held by workers with identical ability. Involuntary unemployment is a meaningful concept, and it gives strength to the principles of effective demand and policy effectiveness.

Second, Propositions I–III are an effective way to introduce the particular contributions made by different interpreters of Keynesian economics. For instance, the distinct position of the scholars discussed in this book, the Post Keynesian economists, is to accept the possibility of involuntary unemployment (Proposition I), and to argue that aggregate demand affects the adjustment path of the economy, which also impacts on any equilibrium position which may or may not be reached (Proposition II). Furthermore, Post Keynesian economists maintain that aggregate demand has long-run effects on economic activities; hence by managing fiscal and monetary policies, the government can generate a satisfactory level of output and employment (Proposition III). By contrast, New Keynesian economists qualify their interpretations of the Keynesian propositions in terms of the distinction between short-run and long-run models. In the former, New Keynesian economists support Propositions I–III, but in the latter they revert to the Neoclassical principle that market economies automatically self-adjust to the full employment level of output. For this reason, New Keynesian economists are usually sceptical about the long-run real effects of changes in the components of aggregate demand, and the role of stabilisation policies, more generally. In brief, Propositions I–III serve the dual objectives of broadly defining Keynesian economics vis-à-vis Neoclassical economics, and of allowing for different interpretations of Keynesian economics. This second objective has an immediate application for the purpose of this introductory chapter, since it helps to explain the fact that the nature of Keynesian dissent has always been a source of debate.

Keynes himself presented the publication of the *General Theory* as a challenge to the economic establishment, a frontal attack on Classical theory (Keynes 1935a). However, in the same book Keynes asserts that ‘if our central controls succeed in establishing an aggregate volume of output corresponding to full employment as nearly as is practicable, the Classical theory comes into its own again from this point onwards’ (Keynes 1936: 378). This seductive, if arguably contradictory, position towards Classical and then Neoclassical economics has also been an important feature of the historical development of Keynesian economics. Over the past decades, several economists have claimed to be inspired by Keynes’s ideas,
but many more have clearly also been so inspired. Several approaches have been put forward claiming to have made important contributions to the development of Keynesian economics. Yet, during this time wide divergences have emerged over the degree to which Neoclassical economics must be rejected or extended in order to accommodate the Keynesian Propositions I–III.

On one side, it has been argued that the different interpretations of Keynesian economics reflect the evolution of the economic discipline. As the discipline has evolved, the nature of the Keynesian dissent vis-à-vis Neoclassical economics has changed. On the other side, it has been suggested that the sheer scale and complexity of Keynes’s writings explain the emergence of several Keynesian approaches. Different Keynesian scholars have been inspired by different writings and, as in the case of the General Theory, even by different chapters of the same work. Whatever the cause, the vigour and changing forms of Keynesian economics are indicative of the high reference power of the three Keynesian propositions. This also means that it is beyond the scope of this book to present and evaluate in any depth the numerous and influential contributions that have usually been associated with Keynesian economics. The objective of this book is indeed more modest. The book looks at a specific research programme within Keynesian economics, namely the Post Keynesian approach. Even with this limitation, the scope of the book would still be vast, so the book mainly aims to provide a coherent framework for assessing recent contributions to the monetary stream of Post Keynesian economics. In the next section some possible reasons for the emergence of several approaches to Keynesian economics are briefly discussed, before concluding with an overview of the book’s content.

**The changing nature of the Keynesian dissent**

The nature and origin of the Keynesian dissent vis-à-vis Neoclassical economics has always been a source of much debate. A common explanation for this debate is the lack of common purpose in Keynesian dissent, which simply illustrates the way in which a discipline like economics evolves over time (e.g. Laidler 1999). According to this evolutionary view, before attaining recognition into mainstream economics, it is obvious that the relationship between any new theory and existing theories needs to be explored. Then, the novelty and importance of the new theory must be conveyed to other practitioners, and finally to policy-makers and the public at large. Therefore, in the process of being absorbed into mainstream economics the new theory loses some of its original features, and new attributes are added. From this perspective, it is not surprising that Keynesian ideas
as represented by Propositions I–III have taken on forms that Keynes may have not foreseen, or that he may not have encouraged (see, for a similar conclusion, Coddington 1976). Along these lines, it is also argued that this process of absorption of Keynesian ideas into economics is a dynamic ever-changing process. In other words, if economics is continually evolving, it is natural that the nature and the forms of dissent within the discipline would also change over time.

However, this book subscribes to the view that there is much more to Keynesian dissent than is allowed by an evolutionary explanation. The ‘Cambridge–Cambridge Capital Theory Controversies’ over the concepts of aggregate capital and the economic meaning of capital are a case in point. Cohen and Harcourt (2003) have argued that the Capital Theory Controversies highlighted more than the logical problems of using the concept of aggregate capital in price theory. What was really at stake was the problematic issue of different ideologies and visions in economics. How best could the accumulation process in a capitalist society be envisaged and modelled? On one side, there was the Keynesian tradition pointing towards the role of competing social groups in the economic process. This was the world of entrepreneurs and capitalists defining the so-called monetary context of behaviour (Fontana and Gerrard 2002b), in which accumulation, production and exchange activities are undertaken to achieve monetary, not commodity, returns (Keynes’s M-C-M′ economy; see Keynes (1979: 81), and related discussion in Chapter 5 below). On the other side, there was the Neoclassical tradition of the utility-maximising agent. In the orthodox spirit of this tradition, the capital theory controversies prompted refinements and further amendments to the original price theory.

For the closest colleagues and followers of Keynes the outcome of these controversies called into question the general use of the Neoclassical approach to economics. In particular, Joan Robinson lamented that the original purpose of Keynes’s work had been completely misunderstood. Keynes had presented the General Theory as the final result of a long struggle to escape from the old Neoclassical modes of thought and expression (Keynes 1936: xxiii). As Keynes explained in the one-page-long Chapter 1 of the General Theory, the fatal flaw of the Neoclassical approach lay in the nature of the axioms that were necessary to demonstrate the self-correcting tendency of the economic system. These axioms have been asserted, more often implicitly than explicitly, as universal truths. By contrast, the restricted applicability of these axioms meant that important economic phenomena such as prolonged mass unemployment could not be explained by Neoclassical theory. For this reason, Keynes felt the need to develop a less restrictive, axiomatic theory of unemployment, namely the General Theory.
I have called this book the *General Theory of Employment, Interest and Money*, placing the emphasis on the prefix *general*. The object of such a title is to contrast the character of my arguments and conclusions with those of the *classical* theory of the subject. . . . I shall argue that the postulates of the classical theory are applicable to a special case only and not to the general case. . . . Moreover, the characteristics of the special case assumed by the classical theory happen not to be those of the economic society in which we actually live. . . .

(Keynes 1936: 3, italics in the original)

Robinson argued forcefully that what the process of absorption into the mainstream had done was to transform the *General Theory* and related writings into a special case of the general Neoclassical theory of employment, interest and money. Keynesian economics had become synonymous with the economics of depressions and equilibrium unemployment. Keynesian economics was simply the application of the general Neoclassical theory to the restrictive case of less-than-full-employment equilibrium (Robinson 1971, see also Davidson 1994: 292, Pasinetti 1999: 22).

Another explanation for the lack of commonality in Keynesian dissent is the scale and complexity of Keynes’s writings. The Collected Writings of John Maynard Keynes number 30 volumes. Moreover, the interpretation of this large number of writings entails a lot of difficulties, not least because of the peculiar tradition of studying economics at Cambridge. Several scholars have often argued that, like many of his Cambridge colleagues, Keynes had a very practical view of economics (Harcourt 1998: 335, see also Kaldor 1982a: 3, Pasinetti 2005). Keynes was mostly concerned with the effective working of actual economic systems within a well-defined institutional structure. His analysis proceeded more on the basis of intuition than of a rigid theoretical system. For the sake of exploring his intuition, Keynes would thus accept established theories, without questioning their fundamental principles, until such questioning was forced on him by the search for consistency between the established model and his own intuitive reasoning. Therefore, his writings relate sometimes to first principles, sometimes to practical circumstances and sometimes to both. This multidimensional aspect of Keynes’s writings has therefore allowed scholars to focus on different parts of his writings or, as is the case of the *General Theory*, on different chapters of the same work. As a result of this hetero-

---

2 It cannot be excluded that a further cause for the lack of commonality in Keynesian dissent is the natural ambiguity that results from the development of Keynes’s own ideas over time.
geneity of sources, the Keynesian challenge to the Classical concept of
the invisible hand has assumed a variety of forms and meanings, including
IS-LM Keynesianism, Disequilibrium Keynesianism, New Keynesianism
and Fundamentalist Keynesianism. And it does not stop there. Today,
Fundamentalist Keynesianism is called Post Keynesianism, which in a broad
definition includes Neo-Ricardian Keynesianism, Kaleckian Keynesianism,
Monetary Circuit Keynesianism and, for want of a better name, Non-ergodic/
Monetary Keynesianism3 (Hodgson 1989, King 2003). An example may
help to illustrate how the multi-dimensional aspect of Keynes’s writings has
affected the different nature of these ‘Keynesianisms’.

Coddington has used the term ‘Fundamentalist Keynesianism’ to describe
the work of Post Keynesian scholars like Joan Robinson and George
Shackle, who believed that the analysis of the effects of uncertainty on
investment in Chapter 12 of the *General Theory* was the essence of Keynes’s
theory (Coddington 1976: 1259–1263). In this case, Coddington is making
a dual claim. First, for Post Keynesian economists, the writings of Keynes
are related mostly, if not exclusively, to first principles. Second, uncertainty
is a first principle informing Keynes’s dissent against the invisible hand
theorem, and hence it represents the guiding principle for the development
of the Post Keynesian dissenting view. Other commentators have pre-
ferred to underplay the role of first principles, and focused on the practical
circumstances that have guided some of the most popular writings of
Keynes. In particular, it is well known that by the early 1930s Keynes felt
that worldwide mass unemployment was a serious and persistent problem in
urgent need of a new economic solution. For this purpose, he embarked on
the writing of the *General Theory*. The possibility of mass unemployment,
now as then, has thus become one of the main features of the Keynesian
dissent. As uncontroversial as this proposition could be, it has become a
source of great dispute between New Keynesian and Post Keynesian econ-
omists. For example, Dixon (2000) describes the New Keynesian dissent in
terms of theoretical explanations for the existence in our modern economies
of nominal rigidities and less-than-perfect information that give rise to the
phenomenon of involuntary unemployment (among other phenomena).
According to Dixon, the appeal to the Keynesian result of involuntary

---

3 By Non-ergodic/Monetary Keynesianism what is meant is the work of those Post
Keynesians like Victoria Chick, Paul Davidson and Jan Kregel who have considered
Keynes’s insights on money and uncertainty as major contributions to economic theory
(see, for example, Davidson 1972, Chick 1983, and Kregel 1987b). It is this monetary
stream of Post Keynesian economics that is the major focus of this book. On the ‘ergodic
hypothesis’ and ‘non-ergodic hypothesis’, see Samuelson (1968: 11–12) and Davidson
(1982–83), respectively.
unemployment has set the agenda for the New Keynesian dissent. In this sense, whatever the nature of the first principles adopted, New Keynesian scholars believe that the real world keeps on revealing itself more on the side of Keynes than on the side of Neoclassical economics. It may indeed be argued that New Keynesian economics shares the same first principles as Neoclassical economics, but it differs from the latter since it considers nominal rigidities and less-than-perfect information as stylised macro-economic facts in urgent need of (microeconomic) explanations (Rotheim 1998). For this reason, most Post Keynesians have called into question the Keynesian dissent in New Keynesian economics. According to Davidson and Post Keynesian economists more generally, the Keynesian dissent is related to first principles, and therefore the New Keynesian attempt to forge Keynesian results from the axiomatic principles of Neoclassical economics is wrong-headed. As Davidson has aptly put it, where is the Keynesian beef in New Keynesian economics (Davidson 1994: 290)? In short, differences over the degree to which Neoclassical economics must be rejected or extended in order to accommodate Keynesian ideas can be explained to a certain degree by the multi-dimensional aspects of Keynes’s writings. Since those writings are related in part to first principles, and in part to practical circumstances, different Keynesian economists have given different weight to these two features in their theories.

This multi-dimensional aspect of Keynes’s writings has been a controversial issue not only between different Keynesian schools, but also within some of them. In particular, it has led to the emergence of a variety of theories and methods of analysis within Post Keynesian economics. Coddington has expounded the view that Fundamentalist Keynesians relate Keynes’s writings mostly, if not exclusively, to first principles (Coddington 1976). This view is now well accepted by Post Keynesian scholars (e.g. Gerrard 2003). However, what those first principles are and how they should be used for the development of the Post Keynesian dissent is not yet clear. In particular, are these first principles related to economic theory, methodology or policy issues, or to all of these facets together? The aim of this book is to provide an answer to these questions by arguing that money, uncertainty and time are three important first principles of Post Keynesian dissent and that these principles are related to economic theory and methodology.

Outline of the book

The book is divided into three parts. Part I sets the frame of reference for the remaining chapters of the book. It deals with the historical development of Post Keynesian economics and the lessons that can be learned from its
successes and failures. In the previous section it has been argued that Keynesian economists are dissenters who question the characteristic Classical/Neoclassical proposition that market economies automatically self-adjust to the full employment level of output. In Chapter 2 the nature of the Post Keynesian dissent is analysed in its historical evolution through what have been labelled the ‘romantic age’ and the ‘age of uncertainty’. The former describes the period of optimism and excitement of the 1960s and 1970s, when Post Keynesian economics was considered to be an original theoretical system on the brink of replacing the dominant Neoclassical paradigm. The latter refers to the period of doubt and deep internal divisions, which followed the intense debate of the 1980s and early 1990s on the methodological features of Post Keynesian economics. For this reason, Chapter 3 is devoted to the intimate relationship between theory and methodology in economics. In particular, Chapter 3 deals with the old debate between Keynes and the ‘Classics’ and its relevance for modern economics. It is often argued that Keynes and Classical economists were saying different things. But how, and why, did Keynes and the ‘Classics’ say these different things? Chapter 18 of the General Theory (Keynes 1936) is used as a case study to provide an answer to this question. From this perspective, Chapter 18 represents much more than the summary of Keynes’s theory of employment and output. It restates an innovative theory of employment and income, together with the original methodology that grounds it.

Part II is concerned with the theoretical elements of Post Keynesian economics. It builds on the particular nature of the link between theory and methodology in Keynes and Post Keynesian economics discussed in Part I. It deals with the notions of rationality, probability relations and knowledge and their applications to the modern Post Keynesian theory of unemployment and the monetary circuit theory. Drawing on Keynes’s work, Chapter 4 develops a theory of individual knowledge based on a two-dimensional approach to probability theory, namely probability relations and weight of argument. Probability relations provide a rational assessment of the relative degree of belief attached to alternative propositions, whereas the weight of argument measures the evidential base of these degrees of belief. These two components of probability theory allow for a general theory of individual knowledge, which includes the cases of certainty and risk as well as the case of uncertainty. Chapter 5 uses this original general theory of individual knowledge to enrich the theory of unemployment and the monetary circuit theory in Post Keynesian economics. When the evidential base of the degrees of belief is inconclusive, a probability relation cannot be conceived. This means that there is nothing to guide individuals in their practical decision-making. This situation describes the notion of uncertainty on which the demand for a liquid store of wealth is based. In these circumstances money
becomes a bottomless sink of purchasing power, with the result that the economic system may settle in equilibrium at a level that falls a long way short of generating full employment. Similarly, when there is some evidential base for the degrees of belief, a probability relation can be conceived. However, given the incompleteness of the evidential base, this means that the probability relation is an unreliable guide to decision-making. This describes a different, but no less important, notion of uncertainty. In this case uncertainty is related to the existence of institutions, contracts and a final means of payment that helps to meet and alleviate the problems of exchanging goods and services, when agents face the genuine possibility of defaulting on their obligations. In other words, money, contracts and institutions define the context of modern production and speculative processes.

Finally, Part III applies the set of ideas and notions discussed in Part II to the modern debate on the endogenous money theory. It is concerned with the vagueness of human knowledge, the organic nature of economic phenomena and their significance for the use of dynamic methods in monetary theory. It deals with the Horizontalist and the Structuralist analyses of endogenous money and the possibility of encompassing these analyses into a more general theory. In Chapter 6 some of the writings on money and time of the early Hicks, as well as of the late and more critical Hicks, are discussed. In particular, the original distinction between a single-period theory and a continuation theory is explored. The former aims at simple and stable relationships that may be obscured, or at best difficult to disentangle, once all the complexities of the modern monetary economies are considered. A single period analysis is based on the simplifying assumption that within the period considered agents hold constant expectations. This assumption helps to interpret real causal structures as temporally stable, though not inherently predictable, and in this way it helps to detect mechanisms and tendencies regulating actual events. A continuation theory is the natural complement to a single-period theory. It is concerned with the effects of the events of a single period upon expectations and plans that themselves determine the events of successive single periods. In other words, a continuation theory is the study of linkages between single periods. This original methodological distinction is used in Chapter 8 to analyse the most prominent and often controversial features of the modern endogenous money theory, namely the debit–credit nature of modern money, the role of the banking system in the production and accumulation process and the origin of recent financial innovations. An overview of the modern endogenous money theory is provided in Chapter 7. The chapter starts with an analysis of the Horizontalist (also called accommodationist) approach, which historically represents the first wave of modern contributions to the endogenous
money theory. The Horizontalist analysis is based on two tenets, namely that ‘loans create deposits’ and ‘deposits generate reserves’. These two tenets are explored through an analysis of the balance sheets of commercial banks and the central bank. Next, it follows a discussion of the Structuralist analysis, which has clarified and refined some features of the Horizontalist analysis. From the perspective defended in this book, the Structuralist analysis is in fact a natural development of the early Horizontalist theory of the endogenous money. The Structuralist analysis retains the above-stated two original tenets of endogenous money theory, but these tenets are now interpreted in the light of a more explicit consideration of the liquidity preference of the agents involved in the money supply process, namely households, firms, commercial banks and the central bank. The complementary nature of the Horizontalist and the Structuralist analyses of endogenous money are further explored, with the help of an original four-panel diagram, in Chapter 8. As mentioned above, the methodological distinction between a single period analysis and a continuation analysis introduced in Chapter 6 is now used to lend support to the argument that the Horizontalist and the Structuralist analyses can be encompassed into a more general theory of endogenous money. From this perspective, the current disagreements between Horizontalists and Structuralists stem from the particular assumptions made about the general state of expectations of economic agents. Horizontalists rely upon a single period analysis that is built on the assumption that the state of expectations of all agents involved in the money supply process is constant. This assumption enables the specification of stable functional relationships that continuously changing expectations would make very laborious to specify. On the other hand, Structuralists depend on a continuation framework that explicitly takes account of the fact that the state of expectations of agents may change in the light of realised events. In this way, Structuralists are able to tackle controversial issues related to shifting monetary policies, the liquidity preference of banks and the loans-deposits nexus that are overlooked by Horizontalists. Whether the Horizontalist analysis or the Structuralist analysis is more useful or relevant depends on the purpose of the analysis, and which assumption about the general state of expectations of economic agents is more realistic in the situation analysed. In other words, it is perfectly proper, and in fact recommended, to use say Horizontalist analysis to study the reserve market in reasonably stable economic and financial conditions, and the Structuralist analysis when conditions are unstable and continuously changing.
Part I

Keynes, the ‘Classics’
and the modern
Keynesian dissent
2 The historical development of dissent in Keynesian economics

Introduction

In Chapter 1 it was argued that Keynesian economists are dissenters who question the characteristic Neoclassical proposition that market economies automatically self-adjust to the full employment level of output. It has also been argued that starting from its origin in the middle 1930s the Keynesian dissent has assumed a variety of forms and meanings, including IS-LM Keynesianism, Disequilibrium Keynesianism, New Keynesianism and Post Keynesianism. Drawing on recently published biographies of Keynes (e.g. Davidson 2007, Dostaler 2007) and new historical accounts of early Post Keynesian contributions (e.g. King 2003, also Harcourt 2006, Pasinetti 2007), this chapter examines the origins and the historical development of dissent in Post Keynesian economics. The distinction between the romantic age and the age of uncertainty is proposed. The former describes the period of optimism and excitement of the 1960s and 1970s, when Post Keynesian economics was seen as a comprehensive theoretical system alternative to the dominant Neoclassical paradigm. The end of this period was marked by an increasing awareness of the importance of the methodological features of the new paradigm. Post Keynesian economics was still viewed as possessing the potential to become an alternative to the dominant paradigm, but the transformation came to be considered more fundamental than initially envisaged. Post Keynesian economics had now to be an alternative theoretical and methodological paradigm to Neoclassical economics. This awareness of the methodological features of Post Keynesian economics initiated a period of doubt and deep internal divisions, the age of uncertainty, which still exists today. The chapter concludes discussing what lessons can be learned from the successes and failures of the romantic age and the age of uncertainty.

1 This chapter draws on an extensive research project with Bill Gerrard (University of Leeds) on the nature and modern developments of Post Keynesian economics.
The origins of Post Keynesian economics

Post Keynesian economics originated in the work of Joan Robinson and other Cambridge economists who sought to develop Keynes’s legacy. In the General Theory, Keynes had assumed that the stock of capital and the technique of production were given. However, as early as 1937, Robinson was already trying to move beyond Keynes’s short-run approach to unemployment (Robinson 1937). At around the same time, Roy Harrod was attempting to construct a dynamic macroeconomic model. In the tradition of Keynes’s masterpiece, he showed that divergences in a one-commodity economy between the equilibrium or ‘warranted’ rate of growth of output ($G_w$) and the actual rate of growth ($G$) instead of being self-correcting would be self-aggravating. This is what came to be known as Harrod’s knife-edge problem (Harrod 1939: 22).

The LSE graduate (and staff member) but soon-converted Keynesian, Nicholas Kaldor, also made several somewhat brief contributions to the development of Post Keynesian economics (Thirlwall 1987). He suggested moving away from Keynes’s use, at times, of the assumption of the money stock as an exogenous variable under the control of the central bank (Kaldor 1939: 14). Furthermore, he explored the role of the relative shares of wages and profits in maintaining macroeconomic stability (Kaldor 1940). Similar questions were also at the heart of the work of the Polish economist Michal Kalecki. He had already made important contributions to the theory of economic fluctuations before the publication of the General Theory (Kalecki 1939, orig. 1933), and according to Joan Robinson he was very influential in creating a Classical-Marxist interpretation of Keynes’s work (Robinson 1942, see also Targetti and Kinda-Hass 1982).

During the Second World War, and especially throughout the post-war period, these initial efforts at the theory of growth, and the long-period implications of the principle of effective demand continued. Linked to this work, there was an increasing focus on the income distribution in an economy with two separate economic groups: workers, who receive wages, and capitalists, who receive profits. Again, for his theory of employment Keynes did not need a theory of distribution. But by now, his followers felt

Joan Robinson has also provided the most succinct and extraordinarily modern definition of Post Keynesian economics: ‘To me, the expression post-Keynesian has a definite meaning; it applies to an economic theory or method of analysis which takes account of the difference between the future and the past’ (Robinson 1978: 12, italics in the original). For a thorough and thoughtful account of the evolution of Post Keynesian economics, from its origins in the interpretations of the General Theory (Keynes 1936) to the present, see King (2002), and the related discussion of the book in Davidson (2003), and Post Keynesianism (2005).
that they could not separate growth from distribution issues. The suspicion was that post-war growth had not overcome absolute poverty: rather it seemed to have increased it. Growth and distribution were thus seen as being intimately related.

These theoretical analyses of growth and distribution culminated in Robinson’s masterpiece *The Accumulation of Capital* (Robinson 1956). Robinson had actually first aired some of her ideas in an extended review of Harrod’s lectures on dynamic economics (Harrod 1948). There, among other criticisms, she complained that the ‘natural’ or maximum rate of growth of output ($G_n$) is not a natural datum. This rate depends on the increase in the working population and on the increase in output-per-head due to technical progress. Thus, she argued, $G_n$ can be, and indeed is, affected by policy-making and aggregate demand (Robinson 1949: 85). Some of these ideas were further developed in Robinson’s masterpiece (1956). The core of the book is the idea that chances and changes in the development of an economy depend partly on technical progress and partly on social institutions and political power. At the end of the book, she also located in the different propensity to save out of profits and wages an important way of overcoming the ‘knife-edge’ problem (Robinson 1956: 405–406). Unfortunately, the book did not make much impact on the economics profession; neither did her *Essays in the Theory of Economic Growth* (Robinson 1962).

Arguably, Kaldor’s writings on distribution and growth had better fortune. Certainly, his ‘Alternative theories of distribution’ (Kaldor 1956) was to become a very popular reading in Post Keynesian economics. The first part of the paper is a profound critique of the Neoclassical theory of distribution showing that the marginal productivity theory of factor pricing and distribution is based on assumptions that are both unrealistic and too restrictive. The second part of the paper is Kaldor’s macroeconomic model of relative income shares. The core argument is that, as long as prices are flexible and the marginal propensity to save out of profits is greater than the propensity to save out of wages, investment determines the relationship between wages and profits. Furthermore, with the additional assumption that the share of investment in income is constant, the share of profits will also remain constant over time. In this way, Kaldor accounted for the historically relative stability of distributive shares, a key ‘stylised’ fact of our economies, in his own words. However, his theory was based on the assumption of full employment, a rather un-Keynesian assumption, and that remains the main limitation of Kaldor’s distribution theory.

The independent investment function also played an important role in Kaldor’s growth theory (Kaldor 1957). Again, starting off with an initial critique of Neoclassical growth theory, Kaldor tried to show that
steady growth equilibrium is inconsistent with a less-than-full employment condition. In fact, as a result of underemployment, changes in the relationship between wages and prices would follow such that profit and real wage shares would be made consistent with steady growth. One of the main deficiencies of this model and its further modification (e.g. Kaldor and Mirrlees 1962) is the highly aggregative level of analysis with quasi-exclusive focus on the manufacturing sector. For this reason, as explained by his biographer Thirlwall (1987: 174), from 1966 onwards Kaldor adopted a sectoral approach to his writings on economic growth (see, for example, Kaldor 1966, 1970a).

The development of alternative Keynesian theories of economic growth and income distribution slowly began to take a methodological turn. These theories, often implicitly, rejected the marginalist microfoundations of rational-agent models and instead used aggregate behavioural functions to represent socio-economic realities. The rejection of marginalist theorising ultimately became the principal issue in the ‘Cambridge–Cambridge Capital Theory Controversies’ (Harcourt 1972). The Controversies attracted eminent economists such as Pasinetti, Robinson and Sraffa on one side, versus Samuelson, Solow and Hahn on the other. The Controversies started with Robinson’s ‘The production function and the theory of capital’ (Robinson 1953–54), reaching their climax with Sraffa’s classic *The Production of Commodities by Means of Commodities* (Sraffa 1960), and ended with Bliss’s *Capital Theory and the Distribution of Income* (1975). In the intervening years several papers were published by the above eminent economists and many more by others in first-rate journals such as the *Quarterly Journal of Economics*, the *Review of Economic Studies* and the *Economic Journal*. In a nutshell the Capital Theory Controversies highlighted the logical problems inherent in the concept of aggregate capital, thus undermining the aggregate version of the Neoclassical theories of growth and income distribution. One of the major contributions to the controversies was Sraffa’s demonstration that a set of commodity prices could be derived based on the technical conditions of production without any marginalist analysis, and with no concept of aggregate capital (Sraffa 1960). Moreover, together with the issue of competing ideologies and visions of economics, the Controversies highlighted the problem of using equilibrium analysis as a tool for analysing processes of capital accumulation and growth. Here the debate was about the legitimacy of using comparative static exercises, i.e. differences in the parameters of an equilibrium model, for the analysis of economic processes, namely the effects of changes taking place over time. As Robinson explained, the former analysis is able to answer ‘what-would-be-different-if’ type of questions, whereas the latter is concerned with ‘what-would-follow-if’ type of questions (Robinson 1974).
The Capital Theory Controversies provided a renewed sense of identity for those Keynesians who considered Keynes’s writings to be a move beyond marginalist theorising (Mata 2004). Socio-economic conditions also played a role. The end of the long post-war boom and the apparent inability of standard Keynesian theory and policy to deal with stagflation undermined the Neoclassical synthesis (but see Seidman 2003). Mainstream economic theory responded initially by developing New Classical macro-economic models explicitly based on optimising microfoundations with rational expectations and continuous market clearing. These New Classical models rejected demand-side policies to control the growing levels of unemployment in the industrialised economies and advocated the need for supply-side measures, especially labour market reforms to increase wage flexibility. All of these factors combined to give an added urgency to the imperative for non-mainstream economists to develop an alternative economic theory based on more realistic microfoundations. The result was the emergence of a distinct Post Keynesian school of thought, recognised as such by both mainstream and non-mainstream economists.

The romantic age: the search for a grand theoretical system

The main unifying theme of Post Keynesian economics as it emerged was the need to replace Neoclassical economics with a radical alternative based on the recovery of Keynes’s original insights. In the Richard Ely Lecture at the 1972 New Orleans meeting of the American Economics Association, Joan Robinson talked of a second crisis in economics (Robinson 1972). To her, the Great Depression together with the failure of Neoclassical economics to provide a solution to low income and large unemployment led to a first crisis of conventional economic theory. Out of this crisis emerged the so-called Keynesian revolution. Keynes became the accepted orthodoxy, and the use of government expenditure for stabilisation purposes, whatever the purpose of it, the unquestionable rule to achieve and maintain full employment. Prosperity seemed to follow everywhere in the industrialised (broadly OECD) countries in what has been variously called ‘the long boom’ or ‘the Keynesian golden age’ (circa 1948–1973).

However, from the early 1970s many of the real-world’s economies were suffering from significant economic problems, namely rising inflation, an increase in third-world poverty, pollution and wasteful armaments expenditure. Joan Robinson complained that, for the second time in history, conventional economic theory had nothing to say on the most urgent problems of the time. For Robinson, on this occasion, the problems arose mainly from a simple but major omission. Orthodox Keynesian economists had
omitted to discuss what the objective of a higher level of employment should be, i.e. more balanced income distribution and higher growth. According to Robinson, orthodox Keynesians lacked a sound theory of distribution and growth (Robinson 1972: 8). An enthusiastic audience greeted the Lecture. As a result of it, Robinson was encouraged to write an economic textbook aimed at introducing Post Keynesian economics to young economists (Robinson and Eatwell 1973).

In the USA, Robinson had found energetic support in Sidney Weintraub, who by the early 1960s had already made important contributions to the theories of aggregate supply, distribution and inflation (e.g. Weintraub 1958, 1959). In the 1970s, Weintraub voiced his opposition to Neoclassical economics, and established himself as one of most strenuous defenders of tax-based income policy (e.g. Wallich and Weintraub 1971). Some of these ideas were further developed by his student Paul Davidson (e.g. Davidson and Smolensky 1964), who went on to become one of the most influential representatives of Post Keynesian economics, especially of its monetary strand (e.g. Davidson 1965, 1972). Monetary and financial issues were also at the heart of Hyman Minsky’s contributions, later crystallised in the financial fragility hypothesis (e.g. Minsky 1975, 1977; see, for the modern legacy of Minsky’s work, Bellofiore and Ferri 2001). As a member of the younger American generation, Jan Kregel was crucial in attempting to integrate Keynes’s monetary analysis with Cambridge contributions on growth and distribution. However, he soon lamented the lack of a Post Keynesian theory of price formation in corporate capitalism (e.g. Kregel 1973: 207). The problem was short-lived as this was to be the main area of Alfred Eichner’s contributions (e.g. Eichner 1973), eventually leading to the celebrated theory of the megacorp (Eichner 1976).³

Despite this diversity of contributions, Post Keynesian economics was believed to have an essential unity of theoretical purpose, with the potential for becoming a comprehensive alternative to the dominant Neoclassical paradigm (Eichner and Kregel 1975: 1294; see also Eichner 1979). Post Keynesian economics was seen as a well-defined approach making a distinct theoretical and practical contribution to the understanding of real-world problems. The research objective was to create a grand Post Keynesian theoretical system that could match the comprehensiveness of Neoclassical theory (Pasinetti 1974). In this sense Post Keynesian economics was an attempt to take on the mainstream paradigm on its own terms. Eichner and Kregel (1975) distinguished four characteristic features of the new Post Keynesian paradigm:

³ Other Post Keynesian contributions on price theory in corporate capitalism include Wood (1975), and Harcourt and Kenyon (1976).
a dynamic theory of growth based on historical rather than logical time;
an explanation of the distribution of income strictly related to the rate of economic expansion;
a credit theory of investment;
a microeconomic perspective grounded on imperfect markets with significant monopolistic elements.

The four characteristic features of Post Keynesian economics were claimed to represent a theoretical advance on Neoclassical economics. Post Keynesian economics was seen to offer a set of new theoretical tools that were more appropriate for the study of, and the solution to, real-world problems. The growth and increasing confidence of Post Keynesian economists initiated and fostered the development of a social and institutional framework to promote the new body of ideas (Lee 1995, 2000), including the launch of new academic journals such as the *Cambridge Journal of Economics* (1977) and the *Journal of Post Keynesian Economics* (1978).

In retrospect, a serious shortcoming of Post Keynesian economics during the period of optimism and excitement that characterised what we might call the romantic age of the 1970s was the almost exclusive concern with the theoretical structure of the Neoclassical paradigm. Most Post Keynesians considered the rejection of Neoclassical economics to be primarily a matter of theoretical differences. Post Keynesians advocated the replacement of the optimisation calculus with more realistic behavioural assumptions, such as imperfect competition, mark-up pricing and capacity-expanding investments (i.e. the accelerator model). However, the overriding emphasis on the theoretical critique of Neoclassical economics was not universally supported. One of the principal exponents of the need for a more thorough critique, not just at the theoretical level, but also at the methodological level, was, again, Joan Robinson, who recognised the dangers of trying to replace one closed theoretical system with another such system (Robinson 1979: 119).

The Post Keynesian critique of Neoclassical economics thus soon led to a recognition that at the root of most of the theoretical disputes lay profound differences in methodologies. The end of the romantic age in the early 1980s was marked by an increasing awareness of the importance of the characteristic methodological features of Post Keynesian economics. The new Post Keynesian paradigm was still viewed as possessing the potential to become an alternative to the Neoclassical paradigm, but the transformation came to be seen as much more fundamental than initially envisaged. Post Keynesian economics had become an alternative theoretical and methodological approach to Neoclassical economics. At the same time, the increasing concern with the methodological originality of Post Keynesian economics served to exacerbate the disputes between and within the different
strands of Post Keynesian economics. The treatment of money, time and uncertainty became a key issue in these disputes. The romantic age gave way to what we might call the age of uncertainty.

**The age of uncertainty: the search for an alternative methodology**

The optimism and excitement of the romantic age and the search for a grand theoretical system to replace Neoclassical economics has been followed by a period of doubt and deep internal tensions within Post Keynesian economics. Post Keynesian economists have become increasingly concerned with the failure to transform the discipline of economics. Their contributions were either ignored or considered irrelevant. The growing self-doubt in Post Keynesian economics started with a preoccupation with the ‘true’ meaning of Keynes’s theory. For example, the annotated bibliography of Post Keynesian economics lists 248 entries on ‘interpretations of Keynes’ up to 1994 of which more than half were between 1980 and 1990 (King 1995: Ch. E). The period of self-doubt then gave rise to the emergence of a greater diversity of alternative theoretical perspectives. The index of the recently published *Companion to Post Keynesian Economics* contains, for example, several streams of Post Keynesian thinking, including entries on Fundamentalist Keynesians, Institutionalism, Joan Robinson’s economics, Kaldorian economics, Kaleckian economics, Monetary Circuit theory and Sraffian/Neo-Ricardian economics (King 2003). This greater diversity of alternative theoretical perspectives has tended to undermine the Post Keynesian claim to provide an alternative and coherent theoretical framework. Ultimately, the greater diversity has sparked off the search for the appropriate specification of the methodology of diversity, and led to the question of what the future of Post Keynesian economics will be (e.g. Walters and Young 1997). Despite recent attempts to elaborate new economic theories and policies, doubts and deep internal tensions about the direction of future research continue today.

The age of uncertainty can be traced back to internal and external circumstances. As for the former, most prominent are the disputes that arose with the emergence of the Neo-Ricardian approach in the late 1970s and early 1980s.Neo-Ricardian economists like Garegnani (1978, 1979), Eatwell (1979) and Milgate (1982) sought to create a grand theoretical system from a synthesis of Sraffa’s model of prices and Keynes’s principle of effective demand. The characteristic feature of the Neo-Ricardian theoretical system is the clear separation between the different mechanisms determining prices and quantities of goods and services in the economy. This is in contrast to the simultaneous determination of equilibrium prices and quantities in the
Neoclassical system. This Neo-Ricardian approach followed early Classical economics in adopting a long-period method of analysis, a static equilibrium approach set in logical (not historical) time, and focusing on the ‘centre of gravitation’ of the economic system associated with the dominant economic forces. In its most extreme form, the Neo-Ricardian approach rejected the importance of money, time and uncertainty in Keynes’s analysis (however see, for a more conciliatory view, Roncaglia 1978). The analysis of long-term expectations and liquidity preference by Keynes was interpreted as mainstream imperfectionist arguments that arose out of his retention of Neoclassical marginal productivity theory, particularly the marginal efficiency of capital (Milgate 1982).

The Neo-Ricardian dismissal of Keynes’s theories of money and behaviour under uncertainty coupled with the use of static equilibrium methods was in direct conflict with the Non-ergodic/Monetary Post Keynesian view of economists like Robinson, Shackle, Davidson and Chick. These prominent Post Keynesians argued for the fundamental importance of Keynes’s analysis of money, time and uncertainty and the need for a more dynamic historical-time method of analysis (Fontana and Gerrard 1999). From this perspective, at least in its most extreme form, the Neo-Ricardian analysis represented the continuation of the Classical methods of analysis, albeit underpinning a non-Neoclassical theoretical structure. Similar tensions also arose between the Non-ergodic/Monetary strand and the Kaleckian strand. Again, from the Non-ergodic/Monetary perspective, the Kaleckian approach attaches too little significance to the effects of uncertainty, and instead it concentrates on developing deterministic equilibrium models based on non-Neoclassical microfoundations (however see, for a more conciliatory view, Sawyer 2001a).

There are also important external circumstances which explain the growing self-doubts among Post Keynesian economists. First, there was the question of the significance of the result of the Capital Theory Controversies. Most Post Keynesian economists truly believed that the Controversies had called for a paradigm shift. They were thus puzzled by the tenacity of mainstream economists in ignoring the relevance of the critique of aggregate production functions. Second, there was the issue of the gradual exclusion of Post Keynesian economists from publishing in leading journals. Editors and referees pointed to the lack of formalisation

---

4 For instance, Sawyer (1985, 2001a) argues that Kalecki’s approach dismissed equilibrium analysis, and his theory of effective demand was always set in the context of economic cycles. Sawyer also maintains that Kalecki and Kaleckian analyses always incorporate the endogenous money hypothesis (see Chapter 6, below), if only implicitly, whereas this is not always the case for many Post Keynesian analyses.
in Post Keynesian economics, and this naturally led to the complicated methodological question of what is ‘proper’ economics. Finally, in 1971 the Royal Economic Society had begun to publish *The Collected Writings of John Maynard*. Consequently material not previously accessible became easily available and material published in obscure outlets became easily available to a large audience. These publications prompted a major shift in Post Keynesian research, away from economic theory and policy and towards philosophy and methodology (e.g. Lawson 1985, Fitzgibbons 1988, Carabelli 1988 and O’Donnell 1989).

The tension between the Neo-Ricardian and the Non-ergodic/Monetary streams of Post Keynesian economics, together with the above-discussed external sources of problems has had two important consequences. First, as stated above, there has been a proliferation of alternative Post Keynesian analyses. For many scholars, diversity is now a defining characteristic of Post Keynesian economics. This was the conclusion of Hamouda and Harcourt (1989) in their survey of Post Keynesian economics, where they maintained that there was no uniform way of tackling all issues in economics. Post Keynesian analyses differed from one another not least because they were concerned with different issues, and often used different levels of abstraction. Post Keynesian economics should thus be seen as a portmanteau term describing the work of a very heterogeneous group of economists, united by a rejection of Neoclassical economics (see also Backhouse 1998) and seeking to provide an alternative paradigm. In a similar vein, Sawyer (1991) and more recently Arestis *et al.* (1999) have argued that the vigour of Post Keynesian research derives from the pluralism of theories, methods and assumptions (see also Harcourt 1998, 1999).

Second, and partly related to the emergence of these alternative theoretical perspectives, there has been a growing concern with the methodological features of Post Keynesian economics (e.g. Chick 1995a, Dow 1995a, 2002; but see, for early methodological claims, Chick 1983). This search for a methodology consistent with Post Keynesian economics has, at least initially, proceeded in terms of a critique of Neoclassical methodology.\(^5\) As Lawson points out, Neoclassical economics is ultimately defined by its methodology, and hence any non-Neoclassical alternative must also be defined by an alternative non-Neoclassical methodology (Lawson 1999: 7). From this perspective, the diversity of methods of analysis is an important methodological principle of Post Keynesian economics. In other words, the

\(^5\) A noteworthy exception is Dow (e.g. 1996c), where the search for a Post Keynesian methodology proceeds in terms of an analysis of the distinct methodologies, which implicitly or explicitly underpin the different schools of thought in economics.
methodology of diversity has become a core characteristic of Post Keynesian economics (Dow 1992: 111).

Drawing on the work of Lawson (1997), Downward and Mearman (2002) have explained that Neoclassical theory embraces a deductive method of explanation based on the intrinsic and extrinsic conditions of closure (ICC and ECC, respectively). The ICC implies that a cause always produces the same effect, whereas the ECC implies that an effect always has the same cause. It follows that Neoclassical theory implicitly assumes that the structure of the phenomenon under observation is constant, and that it is possible to isolate the actual cause of changes from other potential influences. These features are considered at odds with the Post Keynesian research programme. In particular, the Neoclassical method of explanation is considered incompatible with the variety of Post Keynesian theories and methods of analysis. The emerging consensus is that critical realism provides the organising methodological principle for Post Keynesian economics (Lawson 1994, 1999, 2003a).6

According to this alternative methodology, reality is made up of complex interactions of facts and events (actual reality), experience and impression (empirical reality), and structures and mechanisms that order events (non-actual reality). In other words, there is a material and social world that must be investigated independently of its appearance and perception. The perspective of the research is thus not on facts and their relations, but on mechanisms and tendencies that regulate those facts. The social theory supported by critical realism recognises individuals in their social environment as the heart of the economic analysis (organicism). Social entities such as groups or institutions are concrete things as well as ‘abstract models’. Weber’s *Verstehen* notion is relevant here, because social reality and agents’ actions are mediated by the subjective process of attaching meaning to reality. Nevertheless, Weber’s notion must be interpreted in the restrictive sense that economists should develop an understanding of the frame of reference within which groups of individuals take decisions. Individuals are defined according to their functions in the economic process: production (entrepreneurs), work and consumption (households) and credit creation (bankers). Thus, analysis should pay attention to the choices of groups of individuals, rather than to individual choices. In other words, how individuals make sense of the world is determined by the role that they play in the economic process. Since reality is a network of objective structures

6 See Brown et al. (2002), and Critical Realism (1999, 2002) for an assessment of the critical realism stance regarding the way economic theorising and empirical work should be carried out in broadly defined Post Keynesian economics.
and subjective interpretations of facts, methodology is necessary to make explicit beliefs and presuppositions used by scholars to justify their theories. Consequently, the method of inference must rely upon a continuous movement from the conception of the object analysed to the conception of the structure and mechanisms that explain that object. Retroduction or abduction is the term for this movement, mediated by our perception, from the actual reality to the non-actual reality (Lawson 2003a).

Critical realism is considered the appropriate method of explanation for Post Keynesian economics, because it renders the latter intelligible in its essential features, though this book favours a particular interpretation of it, namely the encompassing view. Critical realism emphasises the need for open-system theorising to provide realistic causal explanations that recognise the complexity of the social and institutional context of behaviour. Critical realism explicitly draws attention to the diverse structures and mechanisms that regulate modern economies, and in so doing, lends support to the variety of alternative theoretical analyses that come under the umbrella of Post Keynesian economics. It suggests that the appropriate epistemological goal for economics should be to identify the causality of actual events by investigating real causal structures that may be stable (and, hence, capable of being stated as causal ‘laws’), but not inherently predictable (Dow 1999). It also argues for the use of multiple tools of explanatory analysis. Interviews or case studies can help to establish context-specific understanding, while mathematical and statistical methods can help identify more general causal regularities (Downward and Mearman 2002).

The encompassing view is a particular interpretation of critical realism. This view recognises the critical realist commitment to open-system theorising, but it defends a positive outlook towards Neoclassical economics. The encompassing view does question, as Keynes did, the universal relevance of Neoclassical economics, but it also rejects the view that it is a priori universally irrelevant. For this reason, the encompassing view suggests a two-stage analysis. First, Post Keynesian economists should aim to identify the limits to the domains of relevance of existing theoretical models. Second, they should plan on developing more general models that encompass the existing models in a synthesis with new models in order to extend the domains of relevance (Fontana and Gerrard 2002a, see also Gerrard 1989, 1991, 1992b, Chick 1995b: 30–34).

Therefore, whereas the encompassing principle should help to explain diversity and conflict between different Post Keynesian strands, it should

---

7 See Pratten (2005) for a lucid exposition of the progressive aspects of the critical realism research programme.
also facilitate and encourage investigations outside Post Keynesian economics, thus having the potential to help bridge the gap between different economic traditions. In this sense, the encompassing principle acts as a ground-clearing device for opening the debate between different approaches to economics (Lawson 1994, Arestis 1996). It offers the chance for a dialogue between different economic approaches and for this reason, in this book, is the preferred mode of reproduction for dissent in Post Keynesian economics.

**Conclusions**

This brief survey of the historical development of Post Keynesian economics confirms that the Post Keynesian mode for expressing Keynesian dissent is usually expressed at the level of first principles. It is an engagement with the basic structure of the theory and the methodology of economic analysis. As for the theory, the emerging consensus is that the three pillars that should inform the theoretical dissent in Post Keynesian economics are related to three broad topics, namely uncertainty, money and time. This explains the title of this book and its aim to provide a coherent framework for assessing recent contributions in those three major research areas.

As for the methodology of Post Keynesian analysis, this chapter supports the view that critical realism is the appropriate methodology for Post Keynesian economics, though it favours a particular interpretation of it, namely the encompassing view.
3 Methodology and economic theory in Keynes’s General Theory

Introduction

More than three decades ago Clower and Leijonhufvud (1975) wrote a joint paper to address the central message of Keynes’s *The General Theory of Employment, Interest and Money* (1936). They start the paper by complaining about the infinite regress on the meaning of the work of Keynes. They maintain that the debate on what Keynes meant will never be settled, though no explanation is provided for their view,¹ and they prefer instead to take a critical look at the main features of a typical Keynesian model. But then, with considerable candour, they acknowledge that the state of affairs from this perspective is no more comforting. To state the case succinctly, Clower and Leijonhufvud argue that the typical Keynesian model, such as the IS-LM model, imposes virtually no analytical discipline upon its users (Clower and Leijonhufvud 1975: 182). They speculate that addressing the way individual economic agents co-ordinate production, consumption and trading activities is a possible way to impose some useful constraints upon the construction of a Keynesian model.

This chapter offers a different interpretation of the current situation in Keynesian economics. Keynes is usually interpreted as proposing, or intending to propose, an original theory of employment and income (Keynes 1935a). However, Keynes saw himself breaking away from Classical orthodoxy at the connected levels of theory and methods. In fact, Keynes used the term ‘orthodoxy’ or ‘classical theory’ to indicate the economic tradition from Smith and Ricardo through to Marshall and Pigou. This is

¹ Gerrard explains that interpretations are by their very nature creative acts of readers. More precisely, the perceived meaning of the text is affected by, and affects, the different contexts in which readers read the text (Gerrard 1991). Thus, at least some of the interpretative controversies surrounding the writings of Keynes are due to contextual differences.
apparently a rather confusing description. Conventionally, Classical economics is the term used to describe the economic theory of the period from Adam Smith to the marginalist revolution. But Keynes perceived that what he was really attacking was more than a theoretical tradition. It was the continuity at the level of hypotheses, presuppositions and methods. Keynes’s ‘Classics’ were thus the theories and the methods of Smith and Ricardo as well as his Neoclassical followers (Hicks 1967a: 155, Gerrard 1995: 446).

Hicks was successful in presenting Keynes’s theory at the Oxford meeting of the Econometric Society (see also Meade 1936–37, Harrod 1937), and ‘Mr Keynes and the “Classics”’ (Hicks 1937) established what Clower and Leijonhufvud have called the standard view of the Keynesian model (see also Young 1987, Darity and Young 1995). However, as Hicks later recognised, theoretical analysis is only part of the story of the relationship between Keynes and the ‘Classics’ (Ambrosi 2004). They were indeed saying different things. But how, and why, did Keynes and the ‘Classics’ say these different things? Several economists, including Clower and Leijonhufvud, have attempted to answer these questions. However, these attempts have focused exclusively on theoretical differences between Keynes and the ‘Classics’. This chapter takes a different view, and argues for a more general approach, which highlights the role of methods, in addition to theories, in order to explain the particular nature of Keynes’s work. The suggestion is that the methodological differences between Keynes and the ‘Classics’ are relevant, at least in part, in explaining the unrestricted analytical licence of the Keynesian model. Furthermore, economists going back to the old story of the relationship between Keynes and the ‘Classics’ can learn something about controversial issues surrounding the modern debate on the roles of formalism and experiments in economics (Downward and Mearman 2002).

**Keynes’s method: Chapter 18 of the *General Theory***

In Chapter 18 of the *General Theory*, Keynes restates his theory of employment in the form of a simple model. He lists the main economic factors as dependent variables, independent variables and given factors. As for the given factors, Keynes explains that they share the same nature as independent variables but, in the place and context of the research, they can be considered as having negligible effects on the dependent variables. The dependent variables are the volume of employment and the national income. The independent variables are the wage-unit, the supply of money and three fundamental psychological factors, namely the propensity to consume, the attitude towards liquidity and the expectations of future yield.
from capital assets.\textsuperscript{2} The given factors are the skill and quantity of labour, the quality and quantity of equipment, the existing technique, the degree of competition, the tastes and habits of consumers, the disutility of different intensities of labour and the social structure (Keynes 1936: 245).

Several authors have made reference to Chapter 18 in order to evaluate the originality of the contribution of Keynes as compared to pre-Keynesian analyses of unemployment (see, for example, Greenwald and Stiglitz 1987: 121(3)). Without denying the value of these investigations, these authors often tend to blur the distinction between the different levels of Keynes’s work. Keynes made original contributions at both the theoretical and methodological levels, and it is important that those two levels be considered together in any evaluation of the exact nature of his contribution to economics (Dow 1984: 5, Gerrard 1997: 166). The problem is not simply that there are real differences between Keynesian economics and the economics of Keynes (Leijonhufvud 1968), but rather that the latter takes on completely different meanings depending on the methodological stance used to interpret it. In Keynes’s writings, theory and method have, in a very significant way, an interdependent existence. For instance, some commentators have appreciated that problems of money and expectations were the main concerns for Keynes, as they are now for current macroeconomists, and yet they have maintained his theoretical project was a disastrous failure (see, for example, Kohn 1986: 1219).\textsuperscript{3} Unfortunately, this type of interpretation fails to understand that his original theory rests on a methodology completely different from that of the Neoclassical economists (Dow 1995b). Thus, what appears to be a disastrous failure to a Neoclassical economist may be seen as strength by a close follower of Keynes. Failure is a rather slippery concept, because failure or success in a project depends very much upon what it is intended to achieve, and that rests on the methodological foundations of the theory to which that project aims to contribute.

An implicit assumption of conventional interpretations is that Keynes adopted the methodology of Classical economists. As was explained in Chapter 2, the aim of Classical methodology is to discover or confirm invariant laws or universal principles that govern real-world facts or events (Lawson 1997). Reality is seen as being approximated by a system defined by intrinsic and extrinsic conditions of closure. The former assumes that the

\textsuperscript{2} However, Keynes warns that these independent variables ‘would be capable of being subjected to further analysis, and are not, so to speak, our ultimate atomic independent elements’ (Keynes 1936: 246–247).

\textsuperscript{3} In the specific, Kohn argues that Keynes failed to establish the primacy of monetary analysis over the real analysis of Classical economists.
structure of the phenomenon under observation is constant; hence a cause always produces the same effect. The latter assumes the possibility of isolating the actual cause of an event from other potential contributing causes. It is a complement to the intrinsic condition of closure in the sense that it implies that an effect is the exclusive outcome of a sole cause. From this methodological perspective, the contribution of Keynes consisted of asking awkward questions, and discussing problems related to specific areas of Classical theory (e.g. unemployment theory). It was an internal critique of the conventional theory. Keynes had raised important issues that were effectively, though often slowly, translated into new variables or coefficients for Classical models. Few questioned whether these issues could actually be discussed, let alone solved, within the conventional framework. It is worth noting that the claim that the distinctiveness of Keynes’s theory and methodology was not sufficiently appreciated has a long, though poorly understood, tradition that can be traced back to his young colleagues and followers:

The lack of appreciation by some of the older school of economics may have followed naturally from their method of approach. They turned over his pages in a somewhat critical spirit, seeking aspects of the truth which they had neglected. They found that Keynes made certain points very effectively. He stressed the importance of expectation in determining present values. Yes; this was a point which had always been in their minds, but which he was probably quite right in saying that they had not stressed sufficiently. A mental note was made. Then again, there was his elaborate analysis of liquidity preference. Here certainly was something interesting. Reference to what he had in mind had sometimes been made in the discussion of velocity of circulation. But he was certainly right in holding that all this should be much more heavily stressed. These points might be jotted down for incorporation in the relevant sections of next year’s lecture notes.

(Harrod 1951: 463–464, see also Robinson 1979: 119)

The principal novelties of Keynes seemed to be the theory of expectations and liquidity preference. The next task was to see what the implications of these theoretical innovations were, and how traditional models could incorporate them. There are obvious theoretical and empirical reasons for adopting such an approach. In fact, it is quite reasonable that new ideas are first interpreted in the light of the existing set of models. However, as time goes on, it is increasingly evident that conventional models have limited ability to explain important economic phenomena to which Keynes devoted much thought (Fontana and Gerrard 2006).
Among the most interesting, and yet least studied, issues in economic theory (Akerlof 2002) are the problem of the fundamentally mutable nature of expectations under conditions of ambiguity and uncertainty (Fontana and Gerrard 1999, Starmer 1999) and the roles of custom, convention and institutions – for example, contracts and money – as a way of coping with these conditions (Palley 1996c, Howitt 1997, Fontana 2000, Downward et al. 2002). It is the contention of this book that the limitations of modern conventional models are no different in nature from the critical issues voiced by Keynes against Classical theory (see, for example, Keynes 1937). These limitations are indicative of the relevance of an analytical project that aims to reassess Keynes’s legacy in the light of a closer relationship between theory and method.

From this perspective, Chapter 18 represents much more than the summary of a theory of employment and output. It restates an innovative theory of employment and income, together with the original methodology upon which it is based. In that chapter, Keynes emphasises two interconnected levels of his research, namely ‘the logical necessity of the model’ and ‘the safe generalisations from experience’. By the logical necessity of the model, Keynes refers to the different roles that economic factors play in explaining the extreme complexity of modern economic problems. It is a reference to what is possible in principle. What, for example, are the logically necessary effects of an increase or decrease in the rate of investment? Or, similarly, how exactly does the rate of consumption vary when income changes? A set of fully specified equations with an equal number of unknowns provides a clear and definite answer to these questions. In this sense, Keynes can be interpreted as offering an alternative set of equations to the Classical theory. However, Keynes also suggests that although the independent variables can take on any value, they actually tend to take on only a few particular values. These values are not logically necessary, but they are safe generalisations from experience. Here the suggestion is that important knowledge can be acquired with partial and incomplete formulations (Brunner 1986: 60).

Carabelli (1988: Ch. 8) and Gerrard (1992a) offer much in the way of textual evidence supporting the view that Keynes considered ‘the logical necessity of the model’ and ‘the safe generalisations from experience’ as interconnected levels of his research. In particular, Gerrard (1992a: 4–7) considers Keynes’s mature writings in the light of the essay ‘My early beliefs’, written for the Bloomsbury Memoir Club in September 1938. Gerrard shows that in retrospect Keynes saw his early philosophical beliefs as too formalistic, too faithful to the idea of attaining knowledge that was certain, complete and precise. More to the point, in his 1931 review of Ramsey’s The Foundations of Mathematics, Keynes embraced the distinction between formal logic and human logic (Keynes 1931: 338–339).
Whereas the former was exclusively concerned with the rules of consistent thought, the latter had a more general character as it included the study of useful mental habits. As argued in the next chapter, Keynes used this different interpretation of the nature and functions of logic in his economic writings, especially in the *General Theory*. There, more than in any other case, he recognised the organic nature of economic material, and the consequent vagueness of human knowledge. His new theory was then coupled with an original methodology that did not reject formalism, but recommended complementing it with experience and empirical practices. The final outcome of his equilibrium analysis of employment is thus a temporary, but continually shifting, communion between formal analysis and general experience (see Chick and Dow 2001: 713; also Chick and Caserta 1997).

Chapter 18 of the *General Theory* is thus an important example of Keynes’s way of thinking about economic reality (see, for a similar argument, Shackle 1967: 158, Sardoni 1989: 294; also Harcourt 1992). It invites readers to rediscover the interdependence between theory and method. It alludes to his concern for an alternative framework to the theory and the methodology of Classical economists.

**Keynes versus the ‘Classics’: scope and method of economics**

According to Keynes, economics evolved as new concepts were proposed to explain and understand real economic events (Carabelli 1988: 157–159). Explanation consisted essentially of representations and descriptions of actual facts. Explanation was important, but it was necessarily directed to, and limited by, the evidence available. In fact, understanding was the natural complement to the activity of explanation. Understanding referred to the interpretation of the underlying mechanisms and tendencies, the laws of action in Keynes’s own words, which governed the observed economic events. Keynes soon realised that Classical economics needed to be rescued at both levels. For this purpose, he made a distinction between explanations based on partial and general experiences (see, for example, his approval of Malthus’s view on the relationship between experience and theory, Keynes 1935b: 108). Similarly, he distinguished between the search for permanent and provisional laws of motion of economic events (Keynes 1938b: 299–300).

Whereas Keynes accepted that the aim of economic analysis was to represent and describe real events, he cautioned that what was available as relevant evidence was necessarily a matter of interpretation. In order to construct any theory, economists have to abstract from the complexities of reality, and there are different ways of carrying out that process. According
to Keynes, there was a significant flaw in the process of abstraction by (late) Classical economists. They had ignored important features of modern monetary economies. More precisely, they had omitted from their process of abstraction the conditions that could explain the emergence of economic crises (Keynes 1933a: 411).

How could Classical economists have proposed a valuable abstraction, and yet have excluded from the outset what were considered to be important features of the economic reality? How could they have made such a basic mistake? According to Keynes, there are two primary ways of conducting the process of abstraction (see, for similar arguments, Dobb 1937: 127–132, Lawson 1997: 227–237). First, an economist can represent reality in terms of a thought experiment, i.e. a theoretical laboratory to test new ideas. Classical models were excellent examples of this type of abstraction. But, he argued, there was a second way to carry out the process of abstraction. Through intimate and messy acquaintance with the historical facts and events under investigation, an economist could elaborate an original way of thinking about reality (Keynes 1938b: 299). Models could be seen as general instruments of thought, appreciative of the main characteristics of the object of analysis, but free from the assumption of universality in space and time.

By contrast, Classical economics models were used as fictional constructs. They assumed independence between the factors involved in the analysis. In this way, the representation of the economic system was open to all sorts of algebraic manipulations and elegant formalisation. What was wanted in this case was a way of determining how a laboratory system worked, if such a thing existed. Of course, at this stage theory was of little use in explaining the workings of real-world economics. The description of real events was not an issue. Theory could conflict with real-world practice. Indeed, Classical economists had accepted that their models were in the nature of an intellectual experiment, and yet they claimed that economic models were still of great practical importance. Classical economists could make this claim because they saw abstraction as a method of successive approximations (see, for a modern discussion of this method, Hahn 1973b: 136–137, Hicks 1983: 374). From their perspective, it was legitimate to ignore important features of reality. It was a useful first step to achieving their goal, namely a rigorous and formal representation of the economy. And, for this purpose, they needed what Carabelli calls the assumption of ‘logical independence from’ (Carabelli 1991: 114). As a result of this assumption, economic reality could be understood as approximating to a system governed by intrinsic and extrinsic conditions of closure. It was only after a single and stable mechanism equivalent to some observed events was uncovered that reality could play its role. Real and important features excluded from the first stage of the process of abstraction could then be confronted with theory. By
using ad hoc assumptions, and introducing auxiliary hypotheses, theory could accommodate some critical evidence. In this way Classical economics was slowly transformed into an accurate theory. Keynes explained this was the case with the Classical theory of money (see, for example, Keynes 1933a: 410) and decision-making under conditions of uncertainty (see, for example, Keynes 1937: 112–113). But, could Classical economics really be amended in such a way as to reintroduce as a matter of analytical investigation what had been taken away at the very beginning? In other words, could Classical theory be extended to include more realistic features of modern economies without giving up its basic structure? Keynes clearly saw this possibility, and he did not spare his comments.

One can make some quite worth while [sic] progress merely by using your axioms and maxims. But one cannot get very far except by devising new and improved models. This requires, as you say, ‘a vigilant observation of the actual working of our system’. Progress in economics consists almost entirely in a progressive improvement in the choice of models. The grave fault of the later classical school, exemplified by Pigou, has been to overwork a too simple or out-of-date model, and in not seeing that progress lay in improving the model; whilst Marshall often confused his models, for devising which he had great genius, by wanting to be realistic and by being unnecessarily ashamed of lean and abstract outlines.

(Keynes 1938a: 296, italics added)

Keynes strongly opposed the Classical method of abstraction. He repudiated the idea of creating a fictional theory and then making it more realistic by encompassing, step by step, important features of the real world. More importantly, he recognised that the Classical process of abstraction derived from, and was consistent with, a mode of explanation based on partial experience, and with the search for a permanent law of action governing economic events. Thus, in proposing an alternative to the Classical method of abstraction, Keynes actually suggested a different scope for economic enquiries. The representation and description of real events had to be based on general rather than partial experience. In the same way, he maintained that economists should search for provisional rather than permanent laws of action governing economic events.

Keynes saw devising new models rather than overworking the too simple classical model as being the way to progress in economics. With this in mind, he aimed to distance himself from both Pigou and Marshall. In respect of the former, and Classical economists more generally, he lamented drawing general inferences from a model that was based on a very confined practice.
This was a case of claiming general knowledge from very partial experience. As he explained, economic material, i.e. the object of analysis in economics, is non-homogeneous through time and, by extension, space, with the result that any model is historically and geographically determined. Thus, Classical economists had claimed more than it was possible to deliver (Keynes, 1937: 115). Having based their theory on very partial experience, Classical economists believed that they had succeeded in their search for a permanent law of action. However, this was the Classical fallacy. Economic reality is the complex outcome of several and unstable causal forces. It was pure illusion to pretend to uncover a single and stable law of motion once and for all out of that complexity. As he told the League of Nations when asked for a comment on two volumes by Tinbergen, ‘[i]s it assumed that the factors investigated are comprehensive and that they are not merely a partial selection out of all the factors at work? How much difference does it make to the method if they are not comprehensive?’ (Keynes 1938c: 286–287). For Keynes, economics was concerned with motives, expectations and psychological uncertainties; hence the factors investigated could never be presumed to be comprehensive (e.g. Keynes 1938d: 295). Thus, compared to the Classical perspective, Keynes had a modest, but more realistic, view of what economics could possibly deliver. Economists had to aim to uncover the single mechanism governing the wide variety of events under investigation, but they had to be well aware of the precarious state of their analyses. Novel partial experience could soon signal the prevalence of another, and yet unstable, law of action.

With regard to Marshall, Keynes deplored his resistance to general inferences. Keynes had great respect for the man whom he saw as the founder of Cambridge economics, but he was critical of Marshall’s attitude to pure theory (Keynes 1933b: 199). Keynes accused Marshall of not being faithful to his own words. He speculated that Marshall may have been too anxious to establish economics as a social discipline with its own methods and purposes. For this reason, Marshall may have been content to play down

4 However, according to Keynes this low-key view of the nature of economic enquiries was, if anything, indicative of the complexity of the economic task. ‘Professor Planck, of Berlin, the famous originator of the Quantum Theory, once remarked to me that in early life he had thought of studying economics, but had found it too difficult! Professor Planck could easily master the whole corpus of mathematical economics in a few days. He did not mean that! But the amalgam of logic and intuition and the wide knowledge of facts, most of which are not precise, which is required for economic interpretation in its highest form is, quite truly, overwhelmingly difficult for those whose gifts mainly consist in the power to imagine and pursue to their furthest points the implications and prior conditions of comparatively simple facts which are known with a high degree of precision’ (Keynes 1933b: 186(2)).
the role of abstraction and general inferences, which he believed to be the conventional machinery of natural sciences.

From Marshall, Keynes accepted the particular nature of the economic enquiry. Unlike the standard case in natural sciences, economic material is not homogeneous through time, with the result that it is never possible to claim universality in space and time for any economic theory. At the same time, Keynes believed that economists had to assign a transcendental universality to their mode of thought. In this sense, economic models had to be considered as instruments of universal application for the discovery of a certain class of mechanisms or laws of action. For this purpose, models had to abstract from the ‘concrete truth’ of real-world events. They had to focus on the explanation and understanding of a wide variety of events, what Malthus called general experience as opposed to partial experience. This wide variety of facts and events may have consisted of the essential features of capitalist labour markets or the primary factors determining the money supply process in Britain at the beginning of the last century. Economic models had to be the engine for uncovering the underlying laws of action that had contributed to generate this variety of facts. It was a question of segmenting, partial segmenting to be sure, what were believed to be the main features of that general experience.

Economics is a science of thinking in terms of models joined to the art of choosing models which are relevant to the contemporary world. . . . The object of a model is to segregate the semi-permanent or relatively constant factors from those which are transitory or fluctuating so as to develop a logical way of thinking about the latter, and of understanding the time sequences to which they give rise in particular cases.

(Keynes 1938a: 296)

Keynes saw economic agents as creative individuals who learn and innovate. For this reason, economists are required to make use of introspection and personal judgement to weigh the role of expectations, motives and psychological uncertainties in explaining real-world events. From a practical point of view then, economic models have to change as reality changes.

Mr Keynes and the ‘Classics’ in prospect

Seven decades have elapsed since the publication of Keynes’s *General Theory* and Hicks’s ‘Mr Keynes and the “Classics”’. In the interim, numerous scholars have been debating the central message of Keynes’s works. What did Keynes say or mean? What can be retained, and possibly developed, out of his writings? Of course, there are so many differences between the economic system of his time and that of the modern world,
that it would be naive to hope to find concrete solutions to current problems in his writings. However, as Chick argues, a rich methodology is one of the most robust creations of Keynes (Chick 1983: 12). By understanding his methods, modern scholars have the possibility of applying his reasoning to changed historical circumstances, and to adapt it to events not yet foreseen (see, for instance, Harcourt 2004). This book subscribes to that view. In particular, this chapter maintains that the methodological position of Keynes as recorded in his debate with the ‘Classics’ can inform the current debate in modern economics on two important issues: (a) the role of formalism, and (b) the role of experiments in economics.

In recent years, there has been an increasing interest in the role of formalism in economics, especially in Keynesian economics (e.g. Dow 1998). The standard line of argument is that Keynes rejected formalism. He was prevented from making use of symbolic representation, mathematics, statistical inferences and econometrics by the very nature of topical issues such as uncertainty and psychological factors, to which he attached great importance (O’Donnell 1997: 132–133). Recently, this same line of argument has been employed by economists critical of Post Keynesian economics (e.g. Walters and Young 1997). According to these critics, for the sake of consistency with the teachings of their master, Post Keynesian economists should avoid using quantitative methods like econometrics, since the economic material is not amenable to formal analyses.

As argued in the previous sections, there are serious doubts about the historical validity and the practical implications of this traditional line of argument. Classical economists described reality as approximating to a system defined by intrinsic and extrinsic conditions of closure. They saw formal methods as an unambiguous advance in the search for a universal law of motion governing a large variety of historical and geographical events. Keynes resisted this extensive use of formalism. He believed that economic knowledge is necessarily incomplete and partial. This incompleteness is inevitable as it is related to the continuously changing nature of real-world economies. In his view, economics was a branch of logic, a moral science rather than a natural science. It dealt with psychological values and expectations. At the same time, Keynes accepted that formalism had a useful role in economics. Rigour, precision and demonstrable results were seen as beneficial effects of using formal methods. It was in the nature of economic thinking to apply formal principles of thought (Keynes 1936: 297). Thus, his rather complex position was to endorse formalism cautiously. From this standpoint, Post Keynesian economists should not be afraid of using formal methods. The cautious approach to formalism in economics arises from an original theory and methodology that explicitly recognises agents as creative decision-makers.
At the same time, Keynes also emphasised the role of contracts, rules, habits and institutions as decision-making apparatuses evolving through time. He considered these tools to be a way of coping with the inherent uncertainty of individual decision-making. These tools provide and reflect stable, though temporary, conditions upon which economic agents can base their own behaviour. As such, these stable conditions lend themselves to formal methods of analysis (see, for example, Chick and Dow 2001: 714, Downward et al. 2002). In other words, the evolutionary nature of the economic material does not preclude the use of formal methods in economics, though it does call for an intimate relationship between theory and practice. It is significant that Keynes concluded his centenary allocution on Malthus (Keynes 1935b) by praising the original methodology of his predecessor, namely a combination of inductive arguments and formal thought (Keynes 1935b: 108). In practice, Keynes aimed to move beyond the Classical search for permanent laws of motion, towards making provisional inferences drawn from general experience. For this purpose, he endorsed the cautious use of formal methods in economics. This position represents a positive approach to formalism, and it should help to establish a more constructive role for formal methods in Post Keynesian economics.

Another important issue in modern economics is the role of experiments and behavioural analyses. As explained by Akerlof on the occasion of the award of the 2002 Nobel Prize in economics, psychological and sociological factors such as cognitive bias, reciprocity and fairness are central to economics, in particular to macroeconomic research programmes undertaken in the spirit of Keynes’s General Theory. However, he complains that the ‘ad hockery’ of the Neoclassical synthesis and its further development have overridden the role of psychological and sociological factors in economics (Akerlof 2002).

Recent developments in psychology and experimental economics seem to offer novel arguments for revisiting some of the most original aspects of Keynes’s work (Fontana and Gerrard 2004). In particular, the heuristic and biases approach of Tversky and Kahneman (1974) has shown the relevance of psychological and sociological factors to understanding the cognitive processes that produce valid and invalid judgements in decision-making. The point of departure for the heuristic and biases approach is that individuals, in attempting to form intuitive predictions and judgements of uncertain events, are often influenced by what is similar (representativeness), comes easily to mind (availability) or comes first (anchoring). These heuristics are very useful tools for individuals making decisions under conditions of uncertainty, but they often lead to errors and biases. Tversky and Kahneman have undertaken an extensive analysis of these heuristics, and the consequent violations of standard economic analysis such as expected utility theory...
They have concluded that the presence of errors and biases reduces the usefulness of standard theory as a general descriptive model of human behaviour.

Against this background, the common economic interpretation of the heuristic and biases approach is to consider it to be the psychology of irrationality (e.g. Binmore 1999). Observed biases are viewed as examples of the non-rational aspects of human behaviour. These biases are seen as providing no general information about human behaviour. They are dramatic but rare exceptions to the predictions of standard economic theory and, as such, are not deemed to be of serious concern to economists. Most experimental economists find it difficult to explain this type of attitude. As Starmer says,

mountains of experimental evidence reveal systematic (i.e., predictable, not random) violations of the axioms of EUT [i.e. the standard economic theory of economic behaviour], and the more we look, the more we find. . . . Admitting failure in such cases would be an honourable position . . . but beating the data, or the methods which have generated it, until they become silent, would not.

(Starmer 1999: F8 and F14, see also Rabin and Thaler 2001)

The lack of appreciation of the results of the heuristic and biases approach can at least in part be explained by the same type of arguments previously used to interpret the debate between Keynes and the ‘Classics’. Just as Keynes was seen to have adopted the same methodology as Classical economists, so, in the same way, the contributions of the school of Tversky and Kahneman (1983) are explained from the standpoint of the standard methodology of conventional economics. Human behaviour is understood as approximating to a system governed by intrinsic and extrinsic conditions of closure. The vagueness and ever-evolving nature of decision-making is sacrificed in the search for a single and stable law of motion. Heuristics such as representativeness, availability and anchoring and their related biases are considered random and erratic mistakes rather than systematic features of human behaviour. However, Tversky and Kahneman explain that ‘the evidence does not seem to support a “truth plus error” model, which assumes a coherent system of beliefs that is perturbed by various sources of distortion and error’ (Tversky and Kahneman 1983: 313). In this regard, the heritage of Keynes for modern experimental economists is to acknowledge and defend the particular nature of their analysis. Psychology and experimental economics deal with motives and expectations of agents, and as such the explanations offered can never be presumed to be comprehensive. The non-homogeneity of the material investigated calls for the abandonment of the
search for a permanent law of motion. Biases are representative of heuristics that govern perception and judgements, but the organic nature of the decision-making process continually demands new and more appropriate heuristics. Keynes has much to offer modern experimental economists in terms of a methodology that is appreciative of the fuzziness of the disparate and context-dependent ways in which individuals handle decision-making. This methodology recognises the benefits of inferences drawn from general experience, without claiming universality for the results of the research. From this standpoint, experiments and behavioural studies well suit the definition of economics as an engine for the discovery of mechanisms and laws of motion that underlie economic behaviour.

**Conclusions**

Since Keynes wrote the *General Theory* (1936) many economists have undertaken a critical analysis of the revolutionary aspect of his theory. In ‘Mr Keynes and the “Classics”’ (1937), Hicks provided a long-lasting interpretation of Keynes’s work and its relationship with the ‘Classics’. Whatever the current state of health of Keynesian economics, this chapter has argued that the old story of the relationship between Keynes and the ‘Classics’, which began with Hicks (1937) and continues today with the work of New Keynesian economists such as Akerlof (2002), is a significant story. There is much more to it than the formation of two different economic theories (see, for a similar argument, Young 1987, also Harrod 1937).

Keynes made contributions at both the theoretical and methodological levels, and it is important that these aspects are both considered in any evaluation of the exact nature of his contributions to economics. In particular, this chapter has argued that Keynes proposed to separate explanations based on partial experience from those based on general experience. Similarly, he distinguished between the search for permanent and provisional laws of motion governing economic events. These suggestions are indicative of the distinctiveness of his theory and methodology. Economists referring to the old story of the relationship between Keynes and the ‘Classics’ would find that these suggestions are useful for the modern development of economics, including the current debate on the role of formalism and experiments in economics.
Part II

From rationality to unemployment and the Monetary Circuit
4 A two-dimensional theory of probability and knowledge

Introduction

The basic proposition of this book is that Keynes’s ideas remain a driving force in the development of new theories and methods of economic analysis. In this chapter, this basic proposition is used to explore, and build on, Keynes’s analysis of probability and knowledge with the purpose of proposing the foundations for a modern theory of uncertainty.

Uncertainty is a central theme in the economic and philosophical writings of Keynes. It is also a theme of paramount importance in the Keynesian literature, though Keynesian scholars often attach different meanings to it (Chick 1983: 213–217). The *Oxford English Dictionary* defines uncertainty as something not definitely known or knowable. This definition itself is open to different interpretations, e.g. for how long is something not definitely known or knowable? However, and in contrast to standard mainstream economic theory (see, for example, Hammond 1987), this definition allows for the possibility that something may not be knowable. This possibility lies at the heart of Keynes’s criticisms of the mainstream economic theory of his time. He argued that the validity of the Classical approach in both probability theory and economic theory was limited to the special case of risk, characterised by the existence of a well-defined probability distribution.

By ‘uncertain knowledge’ I do not mean merely to distinguish what is known for certain from what is only probable . . . [in the sense that] the prospect of an European war is uncertain, or the price of copper and the rate of interest twenty years hence. . . . About these matters there is no scientific basis on which to form any calculable probability whatever. We simply do not know.

(Keynes 1937: 113–114)
Keynes thus sought to develop a more general theory of probability, and a fuller appreciation of the nature of uncertainty and its consequences for an economy.

**Probability theory and forms of knowledge**

**Keynes on probability relations**

In *A Treatise on Probability* (1921) Keynes is concerned with the analysis of probability relations, i.e. probabilities are conceived as a relation between a conclusion and certain evidence:

$$ p = a/h $$

(4.1)

where $a$ is the proposition or conclusion, $h$ the set of premises and $p$ the degree of belief that is rational to hold in the proposition $a$ given the evidence $h$. The probability relation (4.1) has two important features. First, it is a logical relation. Just as no place is intrinsically distant in space, no proposition is intrinsically probable. Probabilities are always relative to certain evidence. Given the set of premises $h$, the logical conclusion $a$ is fixed in an objective way. In the sense important to formal logic, the probability of any conclusion is thus not subject to human caprice (Keynes 1921: 4).

Second, the probability relation (4.1) is a subjective relation. Probabilities are not a property of the external material reality, but rather a property of the way individuals think about the external material reality. The probability relation (4.1) is thus subjective, because individuals have different reasoning powers and different evidence at their disposal. This means that the acquisition of new evidence, say $h_1$, does not affect the validity of (4.1), but gives rise to the new probability relation $p_1 = a/h_1$ (Keynes 1921: 33). Continuing with the space analogy, when it is said that a place $X$ is, say, five miles away, the implicit assumption is that $X$ is five miles away from a certain starting point. If the starting point is moved, say, two miles closer to $X$, then, the place will be three miles away. To argue that, as a result of further evidence, $p$ is wrong and that $p_1$ is correct makes as little sense as to argue that the initial opinion that $X$ was five miles away is wrong, because the place is now only three miles away. Both of the probabilities are correct relative to their evidence. New evidence gives rise to a new probability relation, not a fuller knowledge of the old one (Keynes 1921: 33). In more general terms, it can be argued that probabilities are not an object of knowledge, but simply a form of relational knowledge (Lawson 1988: 42–44). For this reason, Keynes was critical of the realist view of English Empiricists, according to which the probability of an event can be discovered or learned with new
evidence (Keynes 1907: 18, see also Carabelli 1985: 155–156, O’Donnell 1989).

In short, Keynes considered his theory of probability to be both (logically) objective and rational (Lawson 1985). For any two individuals faced with the same evidence and reasoning powers, it is rational to hold the same degree of belief in a given proposition. In this sense, the probability of a proposition is objective. Importantly, this objectivity only exists at the level of opinion or knowledge of the external material reality. It is not a property of the external material reality itself (Keynes 1921: 19).

A modern theory of probability and knowledge

In *A Treatise on Probability* Keynes also suggested a plausible link between probability relations and different forms of knowledge. In this regard, he discriminated between the ‘primary proposition’, \( a \), and the secondary proposition or probability relation (4.1). He then went on to distinguish between knowledge of, and knowledge about, the primary proposition \( a \), the difference being that the former coincides with *certainty* of rational belief in \( a \), whereas the latter corresponds to *probable degrees* of rational belief in the primary proposition \( a \) (Keynes 1921: 15). Drawing on this distinction, this chapter argues that probability relations can be used to represent a broad variety of degrees of rational belief in the primary proposition or conclusion \( a \). In other words, probability relations in Keynes’s terms can be used to develop a general theory of knowledge, which includes the case of certain knowledge, probable (or risky) knowledge and uncertain knowledge.

Table 4.1, row 1, shows four possible forms of knowledge that can be derived from different degrees of rational belief. Certainty, which describes the highest degree of rational belief, represents a special case in which the set of premises \( h \) is known, and also the secondary proposition \( p \) asserting a certainty relation between the primary proposition \( a \) and the premises \( h \) is fully known.\(^1\) In this case, the knowledge of \( a \) that is implied from \( h \) is perfect, that is \( p = 1 \). Thus, certainty represents the upper limit of probable (or risky) knowledge. This interpretation of certain knowledge is also consistent with Keynes’s definition of certainty as ‘the maximum probability’ (see, for instance, Keynes 1921: 16). A less-than-certain knowledge prevails when neither \( h \) nor the secondary proposition, \( p \), are fully known, asserting in this case a probability relation between \( a \) and \( h \). The degree of rational belief in \( a \) is thus positive, but lower than in the case of certainty. In

---

\(^1\) Keynes also discusses the case in which \( a \) is known directly. See, for this more controversial form of knowledge, Lawson (1987: 957–963).
algebraic terms this means that $0 < p < 1$. The form of knowledge that can
be derived in this case is traditionally labelled risk.

A more extreme form of knowledge is uncertainty. For the sake of
historical accuracy, it should be stressed that Keynes did not explicitly refer
to uncertainty in *A Treatise on Probability*. However, this chapter maintains
that there are actually two notions of uncertainty which can be derived from
the book, namely: (i) uncertainty as probable knowledge based on slight
information; and (ii) uncertainty as total absence of probable knowledge,
also known as ‘pure uncertainty’ (see also Lawson 1985: 913–914, Runde
1991: 130–133, Bellofiore 1994: 107–116). In the following discussion, the
first type of uncertainty is labelled uncertainty$_1$, and the second type is called
uncertainty$_2$.

**Keynes’s weight of argument and uncertain knowledge type 1
(uncertainty$_1$)**

The first notion of uncertainty that can be derived from *A Treatise on Probability*
describes situations in which probable knowledge does exist, but
it is based on slight information. This is labelled uncertainty$_1$ in Table 4.1.
The cause of this form of uncertain knowledge is to be found not in the
probability relation $p$ itself, but rather in the very indistinct nature of the set
of premises $h$ on which knowledge about $a$ is derived. For this reason, the
notion of uncertainty$_1$ comes out in conjunction with the discussion of the
concept of weight of argument, $V$.

$$V = V(a|h)$$ (4.2)

In *A Treatise on Probability* Keynes uses three different definitions of
weight of argument, namely: (i) the absolute amount of relevant evidence
(Keynes 1921: 84); (ii) the balance of the absolute amounts of relevant
knowledge and relevant ignorance (Keynes 1921: 77), and (iii) the degree
of completeness of information (Keynes 1921: 345). These definitions are
not fully consistent, and they are open to different interpretations (Runde
For instance, an increase in the amount of relevant evidence will increase the weight of argument under definition (i), but this is not necessarily the case under definitions (ii) and (iii). If additional evidence indicates that there is more ignorance than individuals previously believed, the degree of completeness of information will decrease, as will the absolute amount of relevant knowledge compared to relevant ignorance. Since under definitions (ii) and (iii) the weight of argument moves in the same direction, in the rest of the chapter the absolute amount of relevant knowledge (compared to relevant ignorance), and the degree of completeness of information will be used interchangeably.

Keynes’s weight of argument $V$ is the second component of the probability theory described in Table 4.1, and, together with the rational degree of belief $p$, in this chapter is used to define different forms of knowledge. Before doing that, it is important to note that the weight of argument is always affected by new evidence, since it is a measure of the set of premises $h$ on which knowledge about $a$ is derived. For instance, when the amount of relevant evidence $h$ increases, the magnitude of the probability of the argument $p$ may decrease, increase or stay constant, depending upon whether the new knowledge strengthens or weakens the unfavourable or favourable evidence. However, independently from changes in $p$, the new evidence would always affect the degree of completeness of information on which the primary proposition $a$ is based (Keynes 1921: 80).

Drawing on these ideas, this chapter maintains that Keynes’s weight of argument should play an important complementary role to probability relations in a modern theory of practical decision-making (see, for a similar argument, Rottenstreich and Tversky 1997). The probability relation (4.1) represents the degrees of belief $p$ that it is rational to hold in the proposition $a$ given the evidence $h$. Thus, the probability relation (4.1) states what degree of belief, in preference to alternative degrees of belief, it is rational for individuals to hold on the basis of the evidence $h$. Moving slightly from theory to practice, this means that the probability relation (4.1) states what degree of belief it is rational for individuals to use as a guide to conduct in preference to alternative degrees of belief. From this perspective, it is therefore rational to be guided in action by probability relations. However, the problem with the use of probability relations in practical decision-making is that in the case of the proposition $a$ being based on slight information $h$, $p$ is a poor guide to action. In this case, individuals are interested not so much

---

2 The probability relation (4.1) is, of course, completely inadequate in the case of inconclusive premises of the probability relation. See the next section for a discussion of this case.
in the logical relation between $a$ and $h$, but in the degree of completeness of $h$, i.e. in the balance between the absolute amounts of relevant knowledge and relevant ignorance on which $a$ is based. Therefore, in situations in which probable knowledge exists but is based on slight information, the weight of argument becomes the decisive factor for convincing individuals that the probability relation is a reliable guide to action.

The weight of argument is represented by a scale of values in Table 4.1, row 2. Depending on the quantity and quality of the evidence $h$ on which the primary proposition $a$ is based, it is possible to discriminate between different degrees of evidential weight. At one end, there is the case of low weight. In this case, the only set of premises $h$ on which the primary proposition $a$ is based is nothing but bare information just sufficient to conceive a probability relation between $a$ and $h$. Individuals have no other relevant evidence at their disposal, except the information that there is a logical relationship between $a$ and $h$. This is a case of uncertainty, in Table 4.1. As the degree of completeness of $h$ increases, the weight of argument rises. But how much will it rise? Drawing on Keynes’s work, this chapter maintains that there is not a definite answer to that question, because unlike the case of probability relations, the weight of argument is not gradeable on a cardinal scale (Keynes 1921: 77–80, see also Kregel 1987b: 526, Dequech 1997: 30). This means that it is not possible to speak, say, of $V = 1$ or $0 < V < 1$. It is rather the case of more or less complete information. For this reason, in Table 4.1, row 2, the weight of argument $V$ is measured in terms of high or low. Starting with low $V$, as new relevant evidence reduces the incompleteness of information, individuals feel less uncertain of their knowledge about $a$, and hence less uncertain about using probabilities as a guide to action. Ironically, it follows that when the weight of argument is at its maximum level, it becomes irrelevant in practical decision-making. When individuals perceive the set of premises $h$ to be sufficiently complete (i.e. $V$ is high) to imply a rational degree $p$ in the primary proposition $a$, $p$ becomes prominent and $V$ falls into the background. In other words, the weight of argument loses practical relevance when it is high, and probabilities take centre stage as a guide to action. This is the case of certainty and risk in Table 4.1, row 2.

**Uncertainty as absence of probable knowledge: uncertain knowledge type 2 (uncertainty, or ‘pure uncertainty’)**

The second notion of uncertain knowledge, uncertainty, that can be derived from *A Treatise on Probability* results from two cases, namely when probabilities are either (a) unknown or (b) numerically incalculable or incomparable (Keynes 1921: 34–35). Unknown probabilities lead to vague knowledge, at best. That is the case when the probability relation can be
calculated, but the reasoning power of individuals is so weak that it prevents relating the premises to the conclusion. Unknown probabilities are a theoretical possibility, but they are not really relevant for the purpose of this chapter. They are simply an acknowledgement of the fact that in some circumstances limited human reasoning does not allow individuals to conceive of a probability relation. For this reason, unknown probabilities, which are the first case of ‘pure uncertainty’ or uncertainty\textsubscript{2}, will not be discussed in the rest of this chapter.

By contrast, in the case of numerically incalculable or incomparable probabilities, the uncertain degree of rational belief in the primary proposition \(a\) reflects the absolute inconclusive basis of the evidence or premises of the probability relation. If the evidence upon which individuals base their belief is \(h\), then what individuals know, namely the secondary proposition \(p\), is that the primary proposition \(a\) bears the probability relation of degree \(p\) to the set of premises \(h\); this knowledge justifies individuals to hold a rational belief of degree \(p\) in the proposition \(a\). The problem with numerically incalculable or incomparable probabilities is that the evidence \(h\) upon which individuals should base their belief is inconclusive, and hence the secondary proposition \(p\) cannot be either estimated or used for comparison with other secondary propositions. For this reason, individuals cannot rationally hold any probable degree of belief \(p\) in the primary proposition \(a\), i.e. \(p\) is simply non-existent. The inconclusiveness of the evidence \(h\) also means that the weight of argument \(V\) is non-existent. In Table 4.1, uncertainty\textsubscript{2} is thus described by \(p\) and \(V\) being both non-existent. In this case, there is either no information at all, or whatever evidence is available is far below what is required to give meaning to the logical relation between \(a\) and \(h\). For this reason, it also makes little sense to speak of different degrees of uncertainty\textsubscript{2}, as was the case for uncertainty\textsubscript{1}. Since individuals cannot know probabilities and weight of argument, therefore, uncertainty\textsubscript{2} describes the case where individuals show the highest degree of distrust and uneasiness in their practical decision-making. Uncertainty\textsubscript{2} is then the most extreme form of uncertain knowledge (see also Carabelli 1988: 42–50).

**On the nature of uncertainty**

*Formal logic versus human logic*

The previous sections have discussed two notions of uncertainty that can be derived from Keynes’s *A Treatise on Probability*, namely uncertainty\textsubscript{1} and uncertainty\textsubscript{2}. The difference is that in the latter the absolute inconclusiveness of the set of premises \(h\) means that a probability relation cannot be conceived, whereas in the former \(h\) does exist, and does lead to the formation
of probability relations, but given the incompleteness of the set of premises, these probability relations are unreliable as a guide to conduct. Nevertheless, why is there uncertainty\textsubscript{1} or uncertainty\textsubscript{2} in the first place? In other words, why is the set of premises $h$ incomplete to the point that these probability relations become unreliable? Similarly, why is the set of premises $h$ inconclusive such that probability relations are non-existent?

In the editorial foreword to the reprint of *A Treatise on Probability*, Braithwaite, a close friend of Keynes at the time he was finishing the book, explains that the main purpose of *A Treatise on Probability* is to argue for probabilities being conceived as a logical relation between a proposition $a$ and a set of premises $h$ (Braithwaite 1973: xxi). The book does not thus investigate the nature of the quality and quantity of the set of premises $h$. Questions about the degree of completeness of the set of premises $h$ or their conclusiveness were not part of the core enquiries of the book. For this reason, these questions were at best only partially answered.

Braithwaite also suggests that Keynes returned to the subject of probability theory with a short review of *Foundations of Mathematics* by Ramsey (Keynes 1931). In the paper Ramsey had criticised Keynes for defending the view that probabilities can be numerically incalculable or incomparable. Keynes rated Ramsey’s criticism highly for two reasons (Gerrard 1992b: 86–90, see also Fontana and Gerrard 1999: 313–316). First, it clarified the proper scope of probability relations. The probability calculus represents the set of rules for ensuring consistency within degrees of belief. As such the probability calculus is subject to formal logic, which is concerned with the set of rules of consistent thought. Thus, the proper scope of probability relations is to measure in numerical terms the rationality of the different degrees of belief in a proposition $a$ given the evidence $h$. On this point, then, Keynes had to agree with Ramsey that probabilities are always numerically measurable.

Second, Ramsey’s criticism pointed the way towards the next area of inquiry in probability theory, namely the evidential basis for the rationality of different degrees of belief (Keynes 1931: 338). Keynes had to concede that *A Treatise on Probability* was mainly a study in formal logic, and for this reason the case for incalculable or incomparable probabilities was not justified. That case could only be granted once the nature of the information used to attach probabilities to primary propositions was fully investigated and explained. To do this, he had to move from formal logic to human logic, and within human logic the focus of the analysis had to be on the possibility of the evidence being inconclusive.
On the nature of the premises of probability relations

In *A Treatise on Probability* Keynes touched on the issue of the evidential basis of the different degrees of belief when discussing the weight of argument. Keynes explained that the weight of argument is of paramount importance in deciding whether or not probability relations are a reliable guide to practical decision-making. Unfortunately, as suggested by Braithwaite, the analysis of weight of argument was secondary to the purpose of the book, and for this reason it was ambiguous and largely incomplete. However, this chapter maintains that in *A Treatise on Probability* Keynes laid the groundwork for his subsequent analysis of the nature of evidential basis of different degrees of belief (see also Winslow 1986: 421–427; Hamouda and Smithin 1988: 160–162). In fact, in the second part of *A Treatise on Probability* Keynes argued that probability relations such as that in equation (4.1) can only be fully justified if it can be assumed that the material on which they are based is made of ‘legal atoms’, such that each of these atoms exercises its own separate, independent and invariable effect (see, for example, Keynes 1921: 276–278). If this is the case, then complete information of the material reality under investigation can be easily inferred from partial information of its separate components. In other words, given a number of atomistic elements and their connecting laws, it is possible to infer information about the combined effects of these elements, without exhaustive evidence of all possible circumstances. Keynes warned that, unfortunately, this is not always the case. Not all phenomena are atomic, with the result that probability relations like (4.1) are not always justified. Thus, in the final chapters of *A Treatise on Probability* Keynes suggested that the incompleteness or inconclusiveness of the evidential basis of the different degrees of belief is related to the possibility of the non-atomistic nature of the material reality. As argued by Lawson, this is tantamount to an acceptance that probability relations, leading to different forms of knowledge of the external reality, via the weight of argument are associated with a particular view of reality itself (Lawson 2003b: 173–177).

Keynes further clarified his view on the non-atomistic nature of the external reality in a biographical essay on Edgeworth, where he distinguishes natural phenomena from social phenomena, the difference being that whereas the ‘atomic hypothesis’ works perfectly in the former, it breaks down in the latter (Keynes 1926: 262). The assumption of a uniform and homogeneous continuum of atomistic material is not necessarily satisfied by social phenomena, which are characterised by organic unity, discreteness and discontinuity. In this case, knowledge of the material reality under investigation cannot automatically be inferred, via connecting laws, from knowledge of its separate components. In other words, social phenomena
may possess properties which are not derivable from each individual part of them (Rotheim 1988: 83–90). For example, in making an investment decision a producer has to form expectations about the conduct of other producers as well as of consumers. Other producers are naturally compelled to do the same. Therefore, for each producer, what must be known in order to make an investment decision today will be known only when the effects of those decisions take place. In other words, the outcome of a current investment decision cannot be derived from the independent and separate behaviour of each single producer. It is rather the organic interactions of the current conduct of all producers, as well as of consumers, which determine the future outcome of an investment decision (Kregel 1980: 35–38, Carvalho 1988: 74–75). This means that, when constructing probability relations about social phenomena, the set of premises upon which probability relations are based is in some significant way known only *ex post*. The problem then is that if, as in the case of investment decisions, the set of premises is at least partly unknown, hence incomplete or inconclusive, there are no connecting laws on which to draw in order to reduce the paucity of information. Similarly, as further evidence arises, individuals may have problems in connecting it with previous information. More than a decade later, Keynes would refer to this argument when reviewing *A Method and Its Application to Investment Activity* by Tinbergen for the *Economic Journal* (Keynes 1939: 315).

In the late 1930s Tinbergen had carried out some pioneering testing on business cycle theories on behalf of the League of Nations. Keynes was asked to comment on a proof copy of the work. Keynes’s main criticism was at the methodological level, namely that Tinbergen had failed to differentiate economics and other social sciences from natural sciences, and that he was mistaken on the nature of the material that is the object of economic investigations. If economic phenomena were the outcome of numerically measurable and independent atomistic factors, then the statistical methods pioneered by Tinbergen could be safely applied to discover the causal mechanisms behind all past, present and future business cycles. However, economic material is not uniform through time, with the result that any generalisation derived from whatever economic statistics are available at a particular point in time must be made with prudence. For this reason, Keynes was sceptical about the general validity of the results obtained by Tinbergen. He later reinforced this point in private correspondence with Harrod.

I also want to emphasise strongly the point about economics being a moral science. I mentioned before that it deals with introspection and with values. I might have added that it deals with motives, expectations, psychological uncertainties. One has to be constantly on guard against
treated the material as constant and homogeneous. It is as though the fall of the apple to the ground depended on the apple’s motives, on whether it is worth falling to the ground, and whether the ground wanted the apple to fall, and on mistaken calculations on the part of the apple as to how far it was from the centre of the earth.

(Keynes 1938a: 300)

The quote is a lucid exemplification of the argument about the non-atomistic nature of material reality, which was first put forward by Keynes in the final chapters of *A Treatise on Probability*. The fall of an apple to the ground is a natural phenomenon, and as such the atoms that constitute the apple are regulated, among other things, by the law of gravity. Once this law is properly understood and formulated, then it can be applied to other atomistic environments. More generally, once the components of a natural phenomenon and their connecting laws are discovered, it is possible to use the knowledge derived from that particular phenomenon in order to explain other natural phenomena. The case is different for economic phenomena, where motives, expectations and psychological uncertainties play a prominent role. The possibility of applying generalisations from one phenomenon to another is limited. In this sense, the non-atomistic features of social reality, i.e. the lack of ‘legal atoms’ and ‘connecting laws’, severely restrict the degree of conclusiveness and completeness of the information used to build probability relations about social phenomena.

**Paul Davidson and Non-ergodic/Monetary Post Keynesians on uncertainty**

Previous chapters of this book have maintained that Keynes had an enormous influence in economics, especially among the group of Post Keynesian economists. Whatever their many differences, several members of this group have put a great deal of time and effort into developing Keynes’s theory of probability and knowledge (Lawson and Pesaran 1985, Dow and Hillard 1995, Arestis 1996). This is especially true of Paul Davidson (1972) and other Non-ergodic/Monetary Post Keynesians such as Kregel (1980) and Chick (1983: Ch. 17), who have proposed a theory of involuntary unemployment based on the link between uncertainty and money.

The main tenet of Davidson is that there are two paradigms in economics, namely the economics of a predetermined, immutable and ergodically knowable reality, and the economics of an unknowable, transmutable and Non-ergodic reality (e.g. Davidson 1996). The first paradigm is made up of two groups, depending upon whether full knowledge of reality is obtainable in any time period (Group 1), or only in the long run (Group 2). Group 1
includes early-twentieth-century Classical models, rational expectations models and new Classical macroeconomic models. Group 2 covers bounded-rationality models and New Keynesian models, as well as standard expected utility models. As for the second paradigm, Davidson refers to the work of Shackle, Old Institutionalist models and modern Post Keynesian monetary models. Since Davidson derives these distinctions with reference to Keynes’s writings, it is fruitful to discuss the two economic paradigms in terms of Keynes’s general theory of probability and knowledge as summarised in Table 4.1.

The first paradigm describing the economics of a predetermined, immutable and ergodically knowable reality is covered by columns 2 (Certainty) and 3 (Risk) in Table 4.1. Starting with Group 1, Davidson claims that in these models economic reality is assumed to be immutable, and for this reason economic agents have either full knowledge or probable knowledge of the future. The models in Group 2 are slightly different, since they assume that in the short run economic agents have limited knowledge. For this reason, knowledge of the future is incomplete or altogether missing. However, since in its essential features the external reality is fixed, with the passage of time the problem of limited information diminishes, and in the long run economic agents will have either full knowledge or probable knowledge of the future.

Notwithstanding the strength of the distinction made by Davidson between the first and second economic paradigms, the assumption of a predetermined or immutable reality is a sufficient, but not a necessary, condition for achieving certain or probable knowledge. What really counts in terms of Keynes’s theory of knowledge is that economic agents have adequate evidence at their disposal, such that it is rational to hold a positive or unitary degree of belief in a proposition about future outcomes. In other words, immutable reality models are a case, possibly the most compelling case, where information is adequate or complete, i.e. \( V \) is high, and the probability of argument, \( p \), is equal to one or close to one. However, columns 2 and 3 in Table 4.1 also include transmutable reality type of models describing routine economic decisions. In these cases, again, the degree of belief that is rational for agents to hold is equal to one or close to one, and the evidential basis of these degrees of belief is high.

In the classification by Davidson, the second paradigm in economics champions the view of an unknowable, transmutable and non-ergodic reality. The basic feature of the world in this alternative paradigm is that the future can be profoundly affected by the actions of economic agents, often in ways that are not even remotely foreseeable by these agents. Using an expression familiar to Shackle, in this world ‘the choice of agents is genuine, choice matters’ (e.g. Shackle 1961: 271–272). In other words, agents are allowed
to act in unpredictable ways. For this reason, Davidson argues, in these cases agents do not have, and can never have, any adequate knowledge of the future. They are simply uncertain about the future because, in some profound way, the future is yet to be determined.

The case of uncertain knowledge described by Davidson is represented by column 5 (Uncertainty₂) in Table 4.1. In this circumstance, because of the inconclusiveness of the evidential base, probability relations are numerically incalculable or incomparable. Probabilities and weight of argument are said to be non-existent. This pure form of uncertainty is what throughout this chapter has been called uncertainty₂. However, this is only one case of uncertain knowledge. In terms of Keynes’s theory of knowledge, uncertainty also arises when probability relations do exist, i.e. $0 < p < 1$, but the weight of argument $V$ is low. In Table 4.1, this form of uncertainty is listed in column 4 (Uncertainty₁). In this circumstance, it is the incompleteness rather than the inconclusiveness of the evidential base of our knowledge that leads to uncertain knowledge.

As indicated in Table 4.1, uncertainty₁ and uncertainty₂ are two distinct notions of knowledge, but they are strongly connected to each other by their mutual reference to the evidential base of probability relations (see, for an early view of this idea, Kregel 1987b: 526–528). In both cases uncertainty arises because of what Keynes labelled the non-atomistic feature of economic reality. Economic phenomena are the outcome of individual decisions, which are taken now, and in the times to come, by economic agents. If economic reality were atomistic, it could be assumed that all economic agents were identical in respect of their reasoning powers, current knowledge and past experience. It would then be rational to expect that in similar circumstances agents formulate similar propositions about the future. Economic phenomena will be uniform and homogeneous through time. However, economic reality is not atomistic, and economic phenomena are not uniform and homogeneous through time. In particular, economic agents are not the same, unlike the ‘legal atoms’ of the falling apple in the previous example. Agents have different experiences and distinct physical make-ups. They therefore make different interpretations of the available evidence and, as a result, they produce different propositions about the future. This means that the evidential base used to assign probability relations is itself ‘invented’ in the very process of making a decision.

This is as far as the argument about the non-atomistic nature of economic reality goes. In other words, this argument does not mean that economic agents will never be able to form probability relations: sometimes they will, and sometimes they won’t. When agents do form probability relations about future events, it means that the degree of completeness of the evidential base is adequate. How adequate is impossible to say in advance, and for this
reason in Table 4.1 the weight of argument is represented by a scale of values. When the degree of completeness of information is low, probability relations are formed, but individuals are uncertain about the meaning to attach them in practical decision-making. This is the case of uncertainty_1. When agents do not form probability relations about future events, it is because the degree of completeness of the evidential base is inadequate. The weight of argument is non-existent, probability relations are non-existent. This is the notion of uncertainty_2. The distinction between the two notions of uncertainty is not only a question of semantics. Uncertainty_1 and uncertainty_2 differ in their operational implications. They lead to two different though complementary types of economic behaviour, which are explored in the next chapter, which is dedicated to the monetary implications of the Post Keynesian notions of uncertainty.

Conclusions

This chapter has developed a theory of individual knowledge based on a two-dimensional approach to probability theory, namely probability relations and weight of argument. Probability relations provide a rational assessment of the relative degree of belief attached to alternative propositions, whereas the weight of argument measures the evidential base of these degrees of belief. These two components of probability theory allow for a general theory of individual knowledge, which includes the mainstream cases of certainty and risk as well as the non-mainstream case of uncertainty.
5 Uncertainty and money

Introduction

The Companion to Post Keynesian Economics (King 2003) contains a wealth of entries on topics broadly related to Post Keynesian economics. However, it has only three entries on books, namely A Treatise on Probability (Keynes 1921), A Treatise on Money (Keynes 1930) and The General Theory of Employment, Interest and Money (Keynes 1936). This may not be too surprising given that Keynes’s work and ideas have played a central role in the development of Post Keynesian economics. What is more surprising is that even a cursory reading of these entries shows how unrelated these three books are in the eyes of a great majority of Post Keynesian economists.\footnote{For a noteworthy exception, see Chick (1992).} A Treatise on Probability is Keynes’s main philosophical work, A Treatise on Money is Keynes’s most comprehensive and systematic analysis of money and, finally, the General Theory is Keynes’s revolutionary theory of effective demand and involuntary unemployment.\footnote{This is not to deny that the authors of the three entries in King’s book do, in fact, mention some links between the different parts of Keynes’s work, but in none of the entries are the three books approached in an homogeneous way.} This rigid partition between Keynes’s major books is also reflected in three major strands of Post Keynesian economics that have developed out of these books, namely the New Fundamentalist Keynesians, the Monetary Circuit theorists and the Non-ergodic/Monetary Post Keynesians, respectively.

The New Fundamentalist strand of Post Keynesian economics originates with the work of Lawson (1985), and the subsequent books by Carabelli (1988), Fitzgibbons (1988) and O’Donnell (1989). It encompasses the works of those Post Keynesian economists who have recognised the centrality of Keynes’s distinct methodology to the understanding of his theories and policies. Therefore, a central theme of the New Fundamentalist research...
programme has been the theory of probability and decision-making that Keynes proposed in *A Treatise on Probability* (1921). The Monetary Circuit strand of Post Keynesian economics is mainly related to the works on monetary theory of French and Italian-speaking scholars, such as Parguez (1984) and Graziani (1989). These theorists emphasise the monetary features of modern capitalist economies. They analyse the economic process in terms of the chain of payments, starting with the creation of final means of payment, going on to their successive use in the goods and financial markets and ending with the eventual extinguishment of these final means of payment. For this reason, the main focus of the Monetary Circuit strand of Post Keynesian economics has been the monetary theory developed by Keynes in *A Treatise on Money* (1930). Finally, the Non-ergodic/Monetary strand of Post Keynesian economics has complex origins and features (King 2002), but in this chapter it mainly refers to the theory of uncertainty and unemployment developed by Davidson (1972, 1994) and Kregel (1987b). This theory has featured copiously in many contributions published in the US-based *Journal of Post Keynesian Economics*. Non-ergodic/Monetary Post Keynesians devote a large part of their research to the explanation, and possible solutions, of involuntary unemployment in modern economies. They identify the causes of involuntary unemployment in the working of the principle of effective demand under the (real-world) condition of pure uncertainty, i.e. where there is no scientific basis upon which to calculate a probability relation. Thus, a driving force of the research programme developed by the Non-ergodic/Monetary strand of Post Keynesian economics has been the theory of unemployment offered by Keynes in the *General Theory* (1936).

This chapter is an attempt to show that there is, in fact, an intimate relationship between Keynes’s three major books, and hence between these three strands of modern Post Keynesian economics, namely the New Fundamentalist Keynesians, the Monetary Circuit theorists and the Non-ergodic/Monetary Post Keynesians. Building on the two-dimensional theory of probability and connected forms of knowledge presented in the previous parts of this book, the next section relates the second notion of uncertainty (i.e. uncertainty₂) to the existence of a long-run demand for a stock of liquid assets and the possibility of involuntary unemployment. Similarly, the final section discusses the intimate though often ignored relationship between the first notion of uncertainty (i.e. uncertainty₁) and the existence of a flow of final means of payment and their essential role in the working of modern monetary economies.
Uncertainty, money and involuntary unemployment

Post Keynesian economists are well known for their critical views of recent developments in economics. In particular, they have been on the front line in arguing against the modern New Keynesian search for the microeconomic foundations of macroeconomics (Rotheim 1998). They argue that, if anything, it is microeconomics that is in urgent need of macroeconomic foundations (Crotty 1980, and especially Nasica and Kregel 1999). This paradox is easily explained when the practical implications of the theory of knowledge discussed in Chapter 4 are taken into account.

In Chapter 4 it was argued that there is an intimate link between probability relations, theory of knowledge and individual behaviour. If the probability $p$ is defined as the logical relation between a proposition, $a$, and a set of premises, $h$, then when the set of premises is inconclusive, no probability relation can be formed. In this circumstance, it was said that both the weight of argument, $\mathcal{W}$, and the probability, $p$, are non-existent. It should also be clear by now that the set of premises is often likely to be inconclusive, because of the non-atomistic nature of economic reality. However, if that is the case, then individuals have no knowledge about the proposition $a$. They may not even be able to form a proposition $a$, still less a probability about it. In short, individuals are confronted with pure uncertainty. Furthermore, if there is no belief that is rational to hold about the proposition $a$, then there is nothing to guide individuals in their practical decision-making. There is thus an intimate link between inconclusive evidence, non-existent probability relations and unreliability of probability relations for practical decision-making. This is the notion of uncertainty described by Davidson and other Non-ergodic/Monetary Post Keynesians. But once uncertainty is recognised as a pervasive feature of individual decision-making, what choice is left to economic agents? In answering this question, drawing on Keynes's *General Theory* (1936), some influential scholars of the Non-ergodic/Monetary strand of Post Keynesian economics, such as Davidson (1972: Ch. 2) and Kregel (1980, see also Chick 1983: Ch. 17) have focused their attention on the role of money as a store of wealth. In their view, money is the fundamental macroeconomic institution for coping with the uncertainty of individual decision-making. Liquidity preference (money holding) explains why in modern economies, expenditure may fall short of income, with the result that the sales revenues of producers will not cover all production costs. Losses are then incurred, which in turn lead producers to reduce the level of output and employment. Money is thus, in this perspective, the cause of the failure by the economic system to adjust to the effects of uncertainty (Kregel 1980). In other words, uncertainty and money are the building blocks of a modern theory of involuntary unemployment. As indicated in Table 5.1, column 3, this is the first component.
of the macroeconomic foundations of the Post Keynesian theory of individual decision-making discussed in Chapter 4.

In modern monetary economies, wages are paid in money, and are either used for buying goods and services or savings. If savings out of wages are positive, then producers have to guess the timing and composition of future demands for goods and services. But if this is the case, wage earners do not know, and cannot know, their future income, because the latter are decided by producers on the basis of their own guesses at the consumption plans of wage earners. In other words, current investment expenditure is related to the expected income of producers, but the latter is based on the expected consumption demand of wage earners, which in turns depends on the investment expenditure of producers. This means that at any moment in time, wage earners and producers lack the knowledge necessary to assure the conditions for equality between current expenditure and current income and, hence, for the achievement of full employment.

As long as savings are used to buy or finance the purchase of investment goods, full employment of all resources, including labour, can still be achieved. In allocating savings between different assets, wage earners are interested in maximising their prospective yields or overall returns. Following Keynes (1936: 222–229), Post Keynesians identify several aspects of the ‘yield’ of a durable asset, namely the net yield \( q \), the carrying cost \( c \), appreciation \( a \) and the liquidity premium \( l \) (e.g. Davidson 1994: 54–56). However, for simplicity of discussion, in the rest of this chapter reference is simply made to the ‘yield’ of a durable asset.

Since in the short run the yield of an asset is inversely related to its price, savers will continue to demand the asset with the highest prospective yield as a store of wealth, until the expansion of its supply causes its yield to fall to equality with the prospective yield of the next-highest-ranked asset. This process continues up to the point at which savings have been allocated to different financial assets, which now give all the same prospective yields. Provided that there is not a bottomless sink of purchasing power, current income is all spent on current output, whether it is consumed or saved to
purchase stores of wealth. The reason for the proviso is that money can be a bottomless sink of purchasing power. Money is a special asset, in the crucial sense that its yield is set by the liquidity preference of economic agents, and as such it does not respond, or at least it responds more slowly than other assets, to changes in its supply. This means that when the supply of money expands in response to the increase in the demand for money, its yield, i.e. the short-run interest rate, either does not fall or falls more slowly than the yield on other financial assets. But then, when the interest rate (money yield) is high enough, savers will prefer to hold money to other assets, and money becomes a bottomless sink of purchasing power. The demand to buy or finance investment goods will thus fall short of the value of savings by the amount of money held as a store of wealth. This is to say that current expenditure falls short of current income with the result that the sales revenues of producers will not cover production costs, which then leads producers to reduce the level of output and employment.

There are two important properties of money that should be mentioned at this point. Money has: (i) a zero or very small elasticity of production, and (ii) a zero or small elasticity of substitution with any other asset that has a high elasticity of production (Keynes 1936: Ch. 17). Taking these two properties together, this means that when there is an increase in the demand for money, the level of employment in the production of money or of any other commodity produced by the use of labour services is not affected (Davidson 1972: 222). In terms of the theory of decision-making discussed above, it follows that when uncertainty arises, economic agents prefer to hold money rather than buy goods and services or other financial assets. The consequent decline in the demand for labour services in the commodity sector is not then offset by any increase in the demand for labour services in the production of money.

It is thus the liquidity preference of economic agents that makes money a potentially bottomless sink of purchasing power, and its yield high enough to prevent producers from profitably undertaking the full-employment volume of investment. In conclusion, uncertainty and the related demand for the stock of money as a store of wealth have a negative effect on the level of effective demand and employment. For this reason, Post Keynesians like Davidson and Kregel insist that once uncertainty is recognised as a pervasive feature of individual decision-making, the macroeconomic result follows that the economic system may settle in equilibrium at a level that falls a long way short of generating full employment (e.g. Kregel 1976: 213–214).

3 Theoretically, in these circumstances the economy could settle at any level between zero and full employment.
Uncertainty, money and the production process

It was argued in Chapter 4 that uncertainty is only one notion of uncertainty that arises out of the non-atomistic nature of economic reality. When the evidential base does exist but is insufficient to attach a rational degree of belief in a proposition, individual economic agents are again in a condition of uncertainty, and probabilities are an unreliable guide in their practical decision-making. But, as before, once uncertainty is recognised as a pervasive feature of individual decision-making, what choice is left to economic agents? In answering this question, drawing on Keynes’s *Treatise on Money* (1930), some influential scholars of the Monetary Circuit strand of Post Keynesian economics have focused their attention on the role of money as a final means of payment (see, for a review of recent contributions, Fontana and Realfonzo 2005). In this role, money defines the context in which modern economic activities are carried out. Money as a final means of payment is the essential macroeconomic institution for coping with the uncertainty of individual decision-making in production activities. In other words, uncertainty, and money are the building blocks of a modern theory of the Monetary Circuit. As is indicated in Table 5.1, column 2, this is the second, though often ignored, component of the macroeconomic foundations of the Post Keynesian theory of individual decision-making discussed in Chapter 4.

Among the contributions of the Monetary Circuit strand of Post Keynesian economics, the work of Augusto Graziani is prominent (e.g. Graziani 1989, 2003). The basic starting point of Graziani is that there is a substantial continuity in Keynes’s writings, but he maintains that the most accurate description of the working of a monetary economy is to be found in *A Treatise on Money* (1930), as well as in the 1937–39 post-*General-Theory* essays, rather than in the 1936 masterpiece (Graziani 1991). In this regard, it is convenient to start the analysis of Graziani’s work by reference to the surviving early drafts of Keynes’s *General Theory*, where Keynes sets out his fundamental differences with Classical theory in terms of the distinction between a C-M-C′ economy and an M-C-M′ economy (Keynes 1979: 81). The C-M-C′ economy is a neutral money economy, in which production is organised on the basis of the real returns to the factors of labour and capital. Production is thus undertaken up to the point at which the agreed shares of the final output to labour and capital are just sufficient to compensate for the marginal disutility of supplying further labour and capital services. In this sense, the C-M-C′ economy is a co-operative economy. Individual self-interest and maximisation of social welfare are fully consistent. In this economy, the only role of money, if any, is to facilitate the exchange of goods and services. Money is only used ‘for purposes of transitory convenience’ (Keynes 1979: 81). By contrast, the M-C-M′ economy is an
entrepreneur economy in which individual behaviour is motivated by monetary objectives. The purchases of labour and capital services, as well as the exchange of goods and services, are the means of achieving monetary returns. Thus, in the M-C-M\textsuperscript{′} economy, production is undertaken to achieve monetary not real returns. In a very fundamental sense, money defines the context for economic behaviour. For this reason, Graziani argues that in order to understand the working of a monetary economy, and how it differs from a barter economy, it is essential to explain how the flow of means of payment is created, how it circulates and how it is transformed into a stock of money balances (Graziani 1989, 2003: Ch. 3, see also Smithin 1994: Ch. 1, Parguez 1996). In short, the description of a monetary economy calls for an analysis of the monetary circuit.

The simplest model of the theory of Monetary Circuit usually considers a closed economy with no state sector. It can be described by a five-stage triangular relationship between the following groups of agents: the banking system, producers or firms, and wage earners (Realfonzo 1998: Ch. 1, Fontana 2000: 33–37, Graziani 2003: 26–31). The triangular relationship is at the heart of the theory of Monetary Circuit, which considers money as an indirect debit–credit relation between producers and wage earners, intermediated by the banking system. This triangular relationship is represented in Figure 5.1.

![The monetary circuit](image)

*Figure 5.1 The monetary circuit*
The base of the triangle represents the contracting between producers and wage earners in the labour market and commodities (goods and financial) markets, respectively. By contrast the left- and right-hand sides of the triangle show the essential role of the banking system in the economic process as the intermediate player of the financial transactions between these two groups of agents.

Stage One: Starting with the analysis of the labour market, on the basis of their expected level of demand for commodities, producers negotiate the wage rate and the level of employment, i.e. the wage bill, with wage earners. If producers are considered as a whole, then other current production costs, including purchases of machinery, and rent can be neglected because they are internal to the sector itself, and the wage bill represents the only expense producers have. This also means that the wage bill represents the credit requirement that producers negotiate with the banking system. Once the negotiations about the amount of credit and the level of interest rate are concluded, the banking system grants creditworthy producers the requested loans, the so-called initial finance.

Stage Two: The initial finance is then immediately used by producers to buy labour services from wage earners. Therefore, at the end of all transactions on the labour market, producers are indebted to the banking system for the same amount that wage earners are credited by it. In Figure 5.1, the plain line shows the transformation of the original loans, i.e. initial finance created by the banking system at the request of producers, into the so-called intermediate finance, namely deposits held at the banking system by wage earners.

Stage Three: The production process takes place. Importantly, the theory of the Monetary Circuit assumes that the decisions concerning the employment level, the amount of consumption and the investment goods to be produced rest completely with producers. Looking at the base of the triangle represented in Figure 5.1, wage earners bargain for nominal wages with producers, since the price level, and therefore the real wage, is only known at a later stage, when wage earners use their bank deposits to buy the newly produced consumption goods. If producers only offer the exact amount of consumption goods demanded by wage earners, then the price expectations of the latter are confirmed, as are their expected real wages. In any other case, changes in the price level of consumption goods will reconcile, via the mechanism of forced savings, the expenditure plans of wage earners with the autonomous decisions of producers.
**Stage Four:** Wage earners use their bank deposits to buy consumption goods and financial assets in the goods and financial markets, respectively. In accordance with previous assumptions, investment goods are not bought by wage earners, at least not directly, but they are exchanged between producers. Of course, wage earners can buy investment goods indirectly, through the purchase of financial assets offered by producers. In Figure 5.1, the dotted line shows the transfer of bank deposits from the accounts of wage earners to the accounts of producers, via transactions in the two markets. This is the so-called final finance, because it is a measure of the total returns to producers from the sale of consumption goods and financial assets. To the extent that wage earners do not use all their bank deposits in these markets, i.e. as long as wage earners use some intermediate finance to increase their own cash balances, final finance is lower than initial finance, and hence producers are unable to pay back all the original bank loans. The increased cash balances are a net addition to the stock of bank deposits in circulation. They are also a measure of both the debt of producers and the credit of wage earners with the banking system.

**Stage Five:** At this point, if all deposits are spent, producers can repay their initial bank loans. The monetary circuit is closed. Wage earners obtain the portion of the total production that they have bought in the consumption goods market. Producers get the portion of the total production that they plan to use in their own future production processes (Graziani 2003: Ch. 5). At the end of the circuit, it is thus confirmed that, in the theory of Monetary Circuit, wage earners are limited in their expenditure plans by the wage bill, whereas producers have unlimited spending power, at least as long as the banking system grants them credit.

An important implication of the above analysis, though a step never explicitly made by Graziani and other contributors to the Monetary Circuit strand of Post Keynesian economics (see for example Parguez and Seccareccia 2000), is that the distinction between a barter economy and a monetary economy really falls back on the pervasiveness of the notion of uncertainty described in Chapter 4 (see also Fontana 2000). In other words,

---

4 If it is assumed that producers set the price of consumption goods as a mark-up over production costs, then the mark-up is also a measure of the total profits of producers.

5 The possibility of natural disasters does create uncertainty, but this type of uncertainty is exogenous to the economic system and for this reason is not a discriminatory feature of the two types of economies. What distinguishes an entrepreneur economy from a neutral
whereas the analysis of the monetary circuit is an essential element in the study of the nature and origin of money in modern economies, it needs to be complemented by a study of decision-making under conditions of uncertainty.

The analysis of the monetary circuit explains the role of a final means of payment in the production process, but why is there a demand for a flow of a final means of payment in the first place? In other words, why does a monetary circuit occur? The answer lies in the presence of uncertainty, which, as it was argued in Chapter 4, pervades the employment of labour services (and capital services), as well as the exchange of goods and services. It is the existence of uncertainty during the production process described above that calls for a final means of payment to cope with it. In a world of certainty (Table 4.1, column 2), there is no need for a final means of payment. A wage earner could offer labour services to a producer at time $t$, confident in the knowledge that the claim to goods and services in return for these services will be met by a transfer of a producer or trader at time $t+n$, while a producer may extinguish the initial bank debt by selling goods and services at some other time to some other wage earner or trader. In other words, in a world of certainty all activities between a wage earner and a producer or trader are fixed at the very outset of the economic system. However, if there is uncertainty, the producer may be unable to sell goods and services, and the wage earner could not then be confident that the claim on goods and services will necessarily be met at some future date (Shackle 1971, Goodhart 1989a: 25–29). It is this possibility of defaulting on obligations that calls for a final means of payment to meet and alleviate the problem of exchanging under conditions of uncertainty.

It is worth clarifying that even in a world of risk, there is no need for a final means of payment. As discussed in Chapter 4, risk describes a less-than-perfect knowledge, when neither the set of premises $h$ nor the secondary proposition $p$, asserting a probability relation between the primary proposition $a$ and the premises $h$, are fully known. In this case, the degree of rational belief in $a$ is positive, i.e. $0 < p < 1$, but lower than the case of certainty. Risk is thus a certainty-equivalent form of knowledge. As in the case of certainty, in a world of risk the whole time path of the economy can be determined at the outset of the economic system, before production, accumulation and exchange activities proceed along prearranged lines. However, whereas in the case of certainty, the outcome of the economic money economy is the unpredictability of the complex interdependencies of individual choices. This non-atomistic feature of economic reality, which was discussed in Chapter 4, characterises an entrepreneur, but not a money neutral or, for that matter, barter economy.
system is fully known, i.e. all economic activities proceed along one, single, perfectly known prearranged path, in the case of risk economic activities proceed according to one of the probable paths, out of the finite set of possible outcomes of the economic system. In other words, in the case of risk a wage earner, a producer or trader has to prepare for a finite set of probable outcomes by exchanging claims on contingent commodities, e.g. a claim for commodity $x$ to commodity $y$ if outcome $z$ would occur. This also means that in a world of risk money may be used, though, to use Keynes’s words, ‘merely as a neutral link between transactions in real things and real assets . . . [money] does not enter into motives or decisions’ (Keynes 1933a: 408). In short, the monetary circuit that characterises modern economies, together with the nature of money as an indirect credit–debit relationship, can only be understood in a world of decision-making under conditions of uncertainty.

**Conclusions**

This chapter has argued that the general theory of individual knowledge discussed in previous parts of the book is strictly related to the theories of money developed by two major strands of Post Keynesian economists, namely the Monetary Circuit theorists and the Non-ergodic/Monetary Post Keynesians, respectively. There is indeed an intimate link between what in Chapter 4 have been labelled uncertainty$_1$ and uncertainty$_2$, on the one hand, and the roles of money as a final means of payment and a store of wealth, on the other. The difference between uncertainty$_1$ and uncertainty$_2$ is that in the latter the absolute inconclusiveness of the evidential base of the degrees of belief means that a probability relation cannot be conceived. By contrast, in the former some evidential base exists, and it leads to the formation of probability relations, but, given the incompleteness of this evidence, these probability relations are an unreliable guide to decision-making. This distinction is important when explaining the competing claims of the Monetary Circuit, and the Non-ergodic/Monetary strands of Post Keynesian economics. When Post Keynesians like Paul Davidson argue that uncertainty is the cause of involuntary unemployment, they are actually referring to the causal role of uncertainty$_2$ in order to explain the demand for money as store of wealth, together with the related possibility of prolonged depressions and mass unemployment. Similarly, when Monetary Circuit theorists like Graziani refer to the natural association between the origin and development of the production process, on the one hand, and the creation, circulation and destruction of flows of a final means of payment, on the other, they are actually referring to the causal role of uncertainty$_1$ in order to explain the monetary context of the production process. Finally, taking together the theory of individual knowledge and the theories of money discussed above,
this chapter supports the Post Keynesian claim that the obsessive search in modern economics for the microeconomic foundations of macroeconomics is fallacious because, if anything, it is microeconomics that is in urgent need of macroeconomic foundations. The microeconomic foundations of macroeconomics must thus be complemented by the macroeconomic foundations of microeconomics (Harcourt 2006: 3). Money in its dual role of final means of payment and store of wealth is the fundamental macroeconomic institution for coping with uncertainty in its dual form of uncertainty_1 and uncertainty_2, which characterise microeconomic decision-making.
Part III

Understanding endogenous money
6 Hicks as an early precursor of endogenous money theory

Introduction

On the occasion of the first annual Hicks Lecture, Solow informed the audience that for many young scholars Hicks is merely a great name, a past master of the economics discipline (Solow 1984: 13). Hicks is the author of ‘A suggestion for simplifying the theory of money’ (1935), Value and Capital (1939) and, between these works, ‘Mr Keynes and the “Classics”’ (1937) that led to the creation of the typical Keynesian IS-LM model, mentioned in Chapter 3. Solow called this young Hicks ‘J.R.’. However, he said, there is also another Hicks, Sir John (see, on that distinction, Hicks himself, 1975: 36, Harcourt 1975: 368 and also Collard 1993: 332). This mature Hicks is the author of a rather long list of critical writings on contemporary economics, to which J.R. himself had greatly contributed. To mention but a few books, Sir John was the author of Critical Essays in Monetary Theory (1967), The Crisis in Keynesian Economics (1974), Causality in Economics (1979) and A Market Theory of Money (1989). The plea of Solow to young scholars is that Hicks’s writings have continual relevance. In particular, Solow argues that modern generations of economists can learn important lessons not only from the early Hicks, i.e. J.R.’s writings, but also from the later and more critical Hicks, i.e. Sir John’s writings. This chapter responds to Solow’s plea by showing that some of the writings of J.R. and Sir John can be used to shed light on key issues discussed in the previous chapters, and in this way they give further strength to the main proposition of this book, namely that Keynesian economics, broadly defined as the economic approach that finds inspiration in Keynes’s work, remains a driving force in the development of new theories and methods of analysis (see, on this point, Hicks himself, 1980).

Hicks was greatly influenced by the work of Keynes and, in his own personal and original way, confronted many Keynesian themes, including the role of uncertainty, money and time in modern economic theories and
methods. In particular, this chapter explores some of Hicks’s writings on money and time. In the Hicks Lecture mentioned above, Solow discusses several criticisms made of Hicks’s IS-LM model. He defends J.R.’s construction for its use of the fix-wage assumption, the theory of expectations and the particular treatment of stock-flow and information failure problems. He explains the open-ended problematic nature of these assumptions, before discussing the role of the IS-LM model in modern economics. However, there is another issue in ‘Mr Keynes and the ‘Classics’’, to which Solow refers only briefly, that was an important, though generally neglected, concern of Sir John: the endogeneity of the money supply.¹

we can now generalize our LL curve a little. Instead of assuming, as before, that the supply of money is given, we can assume that there is a given monetary system – that up to a point, but only up to a point, monetary authorities will prefer to create new money rather than allow interest rates to rise.

(Hicks 1937: 140)²

The model that has just been described should have its uses in the teaching of post-Keynesian (and ‘post-Radcliffe’) monetary theory; but the temptation to develop it in that direction is one that I must here resist.

(Hicks 1965: 287)³

¹ The suggestion that the early Hicks has advanced important propositions for the analysis of the endogeneity of the money supply is also supported by Leijonhufvud (1984: 42), and especially Laidler (1999: 317).

² The quote is part of the last section of the paper in which Hicks shows how the IS-LM apparatus could be used to move beyond Keynes’s theory towards what he calls ‘The Generalized General Theory’ (Hicks 1937: 139). His argument is that over a range, the central bank holds the discount rate constant and acts as lender of last resort, but if the increase in high-powered money is deemed ‘excessive’ the central bank raises the discount rate. The above quote continues as follows: ‘Such a generalized LL curve will then slope upwards only gradually – the elasticity of the curve depending on the elasticity of the monetary system (in the ordinary monetary sense)’ (Hicks 1937: 140).

³ In the rest of the chapter entitled ‘Keynes after growth theory’ Hicks goes on to explain the theoretical context of his resistance. A credit money model à la Wicksell is used to explain the influence of liquidity preference on the whole structure of yields and interest rates. This was his own way, a very sketchy way as he admitted (Hicks 1965: 284), of showing the modern relevance of money-holding on the equilibrium level of income and unemployment (Keynes’s ‘vision of the day of judgement’ in the words of Pigou). More importantly the declared purpose of that chapter was to introduce money into the study of growth equilibrium and of optimal growth paths. Of course, as he explained, there was not much more that he could have said on money within that context (Hicks 1965: 291).
When the bank makes a loan it hands over money, getting a statement of debt . . . in return. The money might be taken from cash which the bank had been holding, and in the early days of banking that may often have happened. But it could be all the same to the borrower if what he received was a withdrawable deposit in the bank itself. The bank deposit is money from his point of view, . . . but from the point of view of the bank, it has acquired the security, without giving up any cash; the counterpart, in its balance-sheet, is an increase in its liabilities. There is expansion, from its point of view, on each side of its balance-sheet. But from the point of view of the rest of the economy, the bank has ‘created’ money. This is not to be denied.

(Hicks 1989: 58)

Another important, though often ignored link between the early writings of Hicks and his later, more critical, work is the particular nature of methods in monetary theory. Quite early on, J.R. realised that in a Walrasian system of interconnected markets there is no analytical role for money (Hicks 1933: 33–35, see also Hicks 1973: 137–139). Money is the numéraire of the economy and, more importantly, it is the medium of exchange used to meet future payments. Thus, in mature monetary economies, money has two main features: (i) money has no intrinsic value; and (ii) it is universally accepted for trading goods and services. If money does not have a value per se, and yet agents hold it, Hicks argues, this is simply due to the need to have a means of meeting future payments. But, if the dates and the amounts of future payments are certain, i.e. if agents live in the world of certainty described by a simultaneous general equilibrium model (see Table 4.1 above), how is it possible to have a demand for money as a final means of payment? As matters stood in the 1930s, this was a very difficult question (Hahn 1973b: 162). One way of avoiding the question was to argue that money was another financial asset, and as such it was part of a general theory of portfolio choice. Its role as a store of value in a world of risk then became the distinguishing feature of money, whereas its functions as a means of payment and unit of account were neglected (Laidler 1990: 483, also Pekkarinen 1986: 337–343). But the question still stood (Hicks 1991: 372).

In short, the analysis of the supply of money and the particular nature of methods to be used in monetary theory were two of the important issues that J.R. left for Sir John to discuss. These issues are related to key propositions about the organic nature of the economic reality and the vagueness of human
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4 For a general discussion of the role of money in a world of certainty and risk, see Chapter 5 above.
knowledge, discussed in previous chapters. More importantly, they are of particular interest to the modern theory of endogenous money, which will be examined in the remaining part of the book. For this reason, Hicks’s writings on money and time are the main concerns of this chapter.

‘Monetary theory is in “history”’: an analytical and historical question

Since the publication of ‘A suggestion for simplifying the theory of money’ (1935), Hicks has played a leading role in the development of modern economics. Hagemann and Hamouda (1994) have argued that the name of Hicks is synonymous with economics, and Shackle (1991) put him in the Olympus of great economists, together with Marshall and Keynes (see also Hahn 1994: 26). Hicks wrote at length on money covering a period of more than six decades (Leijonhufvud 1981, 1984). He also discussed methods in economics; the two topics were not independent in his mind. He considered monetary issues of special interest for economists. These issues could hardly be explained unless they were looked at historically. The aphorism that Hicks was never tired of using is that monetary theory is in history (e.g. Hicks 1982: xii).

A serious risk in interpreting this aphorism is to take it at face value, without a critical understanding of the methodological issues raised by monetary theory. On first reading, the message of the aphorism is that the nature of money varies dramatically between societies and over time, and hence monetary theory cannot be ahistorical. Hicks is not immune from criticism, because although he most of the time insisted that monetary theory is influenced by contemporary events (e.g. Hicks 1937: 156), that is only one way of looking at monetary issues. In his monetary writings as well as his methodological and more critical writings (e.g. Hicks 1967b, 1974, 1979, 1985, 1989), Hicks suggests that the nature and roles of money can be properly studied only in terms of an economy moving through time. For this reason, monetary issues need to be discussed with the help of dynamic methods of analysis. Thus, the notion that monetary theory is historically conditioned should be interpreted in two rather different ways.

On the one hand, according to Hicks, monetary theory is intrinsically related to real events such that it is impossible to deal with money properly without serious scrutiny of actual events. Monetary theory mainly unfolds under the pressure of current facts. Hicks records the great progress in monetary theory made by Keynes and, before him, by Ricardo. For instance, he explains that in *A Treatise on Money* (1930) Keynes dealt with the dramatic problems due to the restored gold standard. In a similar way, Ricardo wrote about money because of the inflation due to the British war
against Napoleon. From this perspective, advances in monetary theory are often the outcome of challenges from real-world problems.

On the other hand, in what now appears to be a more controversial and less popular understanding, Hicks suggested that an appropriate dynamic analysis must be used if monetary issues are to be confronted rather than contained by the old artifices of static analysis. As he said, ‘steady state economics . . . has encouraged economists to waste their time upon constructions that are often of great intellectual complexity but which are so much out of time, and out of history, as to be practically futile and indeed misleading’ (Hicks 1976: 291).

If it is accepted that there were two ways in which monetary theory was historically conditioned, for Hicks it was increasingly evident that these two understandings were closely linked. He became more and more critical of the way in which, in his early writings, he had separated monetary history from dynamic methods of analysis. He highlighted the radical changes in the structure of modern monetary systems, and insisted that these transformations called for new analytical methods of analysis (Hicks 1967a: 158). In other words, the standard tool of static theory had limited power for the analysis of monetary issues.

In his search for dynamic methods of analysis and their applications to monetary theory, Hicks was aided by the knowledge of the work of the Stockholm school (e.g. Hicks 1976: 283). In particular, Hicks was aware that the limitations of steady state analysis caused Lindahl to abandon his initial attempt to explain changes in the price level (Lindahl 1929), and forced him to develop a genuine dynamic theory in which expectations played a crucial role.

In this regard, it is worth noting that Hansson has discovered a draft paper by Lindahl that formed the core of the essay ‘The dynamic approach to economic theory’ (Lindahl 1939). This draft was written during the autumn of 1934, and the very beginning of 1935 (Hansson 1982: 196). Thus, when Hicks first encountered Lindahl in the summer of 1934, and again in 1935 (Hicks 1973: 143), the latter had already worked out the sequence analysis as well as his general vision of dynamic theory. It is also important to note that in January 1934 Lindahl visited Cambridge and met Keynes (Lindahl 1934a). At the end of that year, he sent Keynes a draft of a short paper entitled ‘A note on the dynamic pricing problem’, where he explained the role of expectations (and imperfect foresight) in a single period of time, and
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in the sequences of these periods (Lindahl 1934b: 131). It is therefore not unnatural to speculate that in the early thirties there were very interesting discussions between Hicks, Keynes and Lindahl (and members of the Stockholm school, more generally) about analytical methods, particularly how they went on to develop the dynamic analysis of their theoretical work, especially in monetary economics. In any case, it is clear that in the search for a dynamic approach to monetary theory, Hicks attached increasing importance to expectations, for the emphasis on expectations necessarily introduces time into economic theory in a non-trivial way. This led to the original distinction between the analysis of a single period and continuation analysis.

**Single period theory vs. continuation theory**

In his late methodological and more critical writings, Hicks maintained that the aim of dynamic analysis is to describe the working of real economic systems. For this reason, he proposes sequential over contemporaneous causal analyses (Hicks 1979: Chs 5–7). In other words, he recommends focusing attention on the causal chain of historical events that characterise modern economic systems.

The first suggestion in building a proper dynamic analysis concerns the role played by the interval of time, i.e. the lags, through which an economic activity develops from a preceding one (Hicks 1985: 70). Hicks suggests considering the process of economic change being made by a sequence of stages, or what he called single or accounting periods. The analysis of a single period is an essential first step towards the full description of the process. It serves to simplify the handling of the complexities of a changing economy. Besides, as he explains, when agents make decisions, they intend them to be implemented in a stage-by-stage temporal frame. It is thus not only for theoretical convenience, but also for the realism of the study that, at the initial stage of the research, a single period analysis has to be considered superior to continuous analysis. Then, in order to keep the time sequence right, single periods need to be fitted together to provide what Hicks calls a continuation theory, which is concerned with the effects of the events of a single period upon expectations and plans that themselves determine the events of successive single periods (Hicks 1956: 223).  

---

6 Hicks had already used period analysis in *Value and Capital* (1939), but he soon became dissatisfied with the temporal device used in that book. He later explained that there were problems within the week (as he then called the single period) and between weeks. ‘Much too much had to happen on that “Monday”!’ And, even if that was overlooked (as it should
The dynamic analysis put forward by Hicks is therefore a particular sequential theory. The study of the process of economic change is split into the study of what happens within a single period (or accounting period) and the study of linkages between single periods. In the former, what is under investigation is the process of economic change on the assumption of unchanging expectations. By contrast, in the case of an analysis of linkages between periods, the so-called continuation theory, the analysis allows for the effects on the economic process of changing expectations. From this perspective, the single period becomes the minimum effective unit of time for dynamic economic analyses.

It is of interest to note that a similar notion of time period can also be found in Keynes’s analysis of expectations. Soon after the publication of A Treatise on Money (1930), Keynes became dissatisfied with his book (Fontana 2003a), and he started to work regularly on what would become the General Theory (1936). In a typed fragment of a chapter titled ‘Definitions and ideas relating to capital: the concept of accounting period’ written in 1933, one of the famous Tilton (Keynes’s country house) laundry-basket papers (Keynes 1933c), he talked at length about the distinction between the accounting period and the production period. Keynes referred mainly to the behaviour of entrepreneurs. He held that it was of great convenience for analysts to distinguish two sub-periods within the overall period of production. He argued that normally entrepreneurs have two sets of decisions to make which correspond to different states of expectations. They have to decide how much money to spend in purchasing capital equipment, and how much labour to employ with this capital. The former type of decision defines the production period, whereas the latter determines the accounting period. He then explained that the main feature of the accounting period lies in the fact that all decisions regarding the employment of workers depend exclusively on expectations covering this period (Keynes 1933c: 74).

The typed fragment did not survive in the final version of the General Theory, but the notion of accounting period was used for linking short-term entrepreneurial expectations to employment. According to Keynes, whatever happens within the accounting period, entrepreneurs cannot change their employment decisions. In fact, if they do, then by doing it, they will activate a new accounting period (Keynes 1936: 47, note 1). In other words, within the accounting period entrepreneurs hold constant expectations. For his part, Hicks seems to have adopted a similar notion of unit of economic time (see not have been overlooked) I was really at a loss how to deal with the further problem of how to string my “weeks” and my “Mondays” together’ (Hicks 1976: 290, 1985: 69–70, see also Clower and Leijonhufvud 1975, Leijonhufvud 1984: 31–32).
also Lindahl 1934b: 124), though he extended the notion of accounting period beyond the case of entrepreneurial action (Hicks 1985: 94).

Going back to the relationship between single period and continuation analyses, the end of a single period is what Hicks calls the equilibrium at a point of time. This equilibrium represents a point of rest for the economy, in the sense that agents have reached their preferred position (Hicks 1985: 20, see, for a different interpretation, De Vroey 1999: 40). However, and this is the peculiar feature of a dynamic analysis, for Hicks a single period analysis is always the first step in a dynamic theory. It is in the nature of an economic theory over time that activities within each single period give rise to effects over more than that single period of time, with the result that a continuation theory must follow a single-period theory. Dynamic analysis must unveil what happens over the chain of single periods.

Hicks is also explicit about the nature of the link between single periods. He argues that a comparison of what happens in a single period with what was expected to happen is the crucial passage towards continuation theory. Some of these differences could be due to exogenous factors, but the more interesting ones are those traceable to inconsistencies between the plans of the various agents (Hicks 1956: 223). Continuation theory is then the crucial tool to open each single period to the influence of past and future expectations of economic agents. The focus of the theory is then on the rules of conduct that make the transition process from *ex post* results of a single period to the *ex ante* decisions of the next one. These rules determine the conditions that explain the passage from one period to another.

The distinction between single period analysis and continuation analysis is highly original, though little known and used in modern economics. In the remaining part of this chapter, these two different dynamic methods of analysis are briefly related to the critical realism methodology, discussed in Chapter 2, and then used to introduce the modern contributions of endogenous money theory, which are examined in the Chapters 7 and 8. The main objective is to show that the most prominent and often controversial features of the endogenous money theory, namely the debit–credit nature of modern money, the role of the banking system in the production and accumulation process and the origin of recent financial innovations, can be rendered intelligible by Hicks’s methods of analysis.

**Time and method in endogenous money theory**

Over the last two decades there has been a plethora of writings on endogenous money. Against the Neoclassical view that capitalist economies are a sort of multi-barter economy in which all transactions happen simultaneously and that the money supply changes at the whim of the central bank,
and only affects variables in the monetary sector via the Classical quantity theory of money, endogenous money theorists argue that money with its debit–credit nature is an essential feature of modern economies and is certainly not a ‘veil’ (Arestis 1992: 201). Money enters into the economic system through the private initiatives of its main agents, especially firms and consumers of durable goods, and it modifies the inner workings of both real and monetary sectors of the economy. Chapters 7 and 8 analyse the theoretical issues of the endogenous money literature, with the purpose of discussing similarities and differences between its two major approaches, namely the Horizontalist (or accommodationist) approach and the Structuralist approach. In the remainder of this chapter, the focus of the discussion is on the methodological features of endogenous money theory. The reason for this, as will be become clearer later in the book, is that some of Hicks’s ideas on money and time can profitably be used to resolve some controversial issues between the Horizontalist and Structuralist approaches to endogenous money.

Money plays various roles in modern economies. This is one of the most important lessons to be learned from the early writings by Hicks, as well as from his later and more critical writings. Money as a flow of final means of payment is tied into the production decisions of firms and the expenditure decisions of consumers, whereas as a store of wealth it is held in the portfolios of savers. How then is it possible to reconcile these functions? These roles should both be given importance in a sound monetary theory but, as Hicks has suggested, this means abandoning steady-state analysis for dynamic methods of analysis. Following Hicks’s ideas, this section argues that it is possible to discriminate between a single period analysis of the money supply process, in which basic functional relationships are laid out, and a continuation analysis of the money supply process, through which more complex issues can be addressed. It is worth noting that the distinction between a single period analysis and a continuation analysis of the money supply process is consistent with the methodology of diversity which, as discussed in Chapter 2, is a core characteristic of modern Post Keynesian economics. It is also in harmony with the emphasis in critical realism on open system theorising. It provides simple and realistic causal explanations for economic events, whilst recognising the complexity of the social and institutional context of human behaviour. Furthermore, it is naturally based

7 See, on the indirect debit–credit of modern money, the discussion of the work of Graziani (e.g. 1989) in Chapter 5.
8 The Monetary Circuit strand of Post Keynesian economics holds a similar view. See Chapter 5 above, especially Figure 5.1.
on a non-atomistic vision of economic reality, which was discussed in Chapters 4 and 5.

A single-period theory of money starts from the proposition, discussed in Chapter 2, that reality is made of a complex interaction of facts and events (actual reality), experience and impression (empirical reality), and structures and mechanisms that order events (non-actual reality). It also holds that the focus should not be on facts and their relations, but rather on the mechanisms and tendencies that regulate these facts. A single-period theory of money thus aims at simple and stable relationships that may be obscured, or at best difficult to disentangle, once all the complexities of the modern monetary economies are considered. A single period model is based on the simplifying assumption that within the period considered agents hold constant expectations. This assumption helps to interpret real causal structures as temporally stable, though not inherently predictable, and in this way it helps to detect the mechanisms and tendencies regulating actual events. In practice, a single-period theory of money will continue for a sufficiently long period of time for the effects of the process of circulation of money triggered by the production decisions of firms, to become apparent, or, what is the same thing, for the effects on income and employment of the circulation of money to be revealed.

The drawback of a single-period theory of money is that this type of analysis traces out the effects of a demand-driven increase in the quantity of money on the assumption that the expectations of agents, as reflected in their liquidity preferences, do not change within that period. However, one of the effects of a monetary expansion is to influence the liquidity preference of all economic agents involved (Hicks 1976: 288). In other words, the simplifying assumption of holding the expectations of agents constant allows the detection of mechanisms and tendencies regulating the actual effects of a demand-driven increase in the quantity of money. However, one of the possible consequences of the latter is to make the newly discovered real causal structures unstable.

There are thus evident limits to the analytical questions that can be answered within the time frame of a single period analysis. A single-period theory of money should be used as a simple device to separate out the effects of constant expectations from the effects of disappointments and changes in the state of expectations. In other words, looking at the period by itself, it is appropriate and very convenient to assume that the economy is initially in a state of rest. The end of a production process is to be distinguished from the beginning of the next one by a change in expectations. It is here that Hicks’s notion of equilibrium at a particular point of time is relevant. It is an equilibrium based on *ex ante* values. In a single-period theory of money, comparisons and differences with *ex post* values are disregarded. Any
difference between effective and planned values is outside the scope of the analysis.

It is important to clarify that suggesting the limitation of a single-period theory of money is not to dismiss the valuable conclusions of this type of analysis. For many purposes a single-period theory is a very useful first approximation to the working of modern monetary economies. All models are simplifications of real-world problems. They omit those things which for the purpose in hand are judged to be unimportant, the purpose being to focus more clearly on the things that are retained. This also means that what is omitted and what is retained in a model is to be chosen with reference to the problem in hand. It is perfectly proper, and in fact recommended, to use one sort of model for one purpose and a different model for another purpose (Hicks 1956: 218).

Differences between *ex ante* and *ex post* values, by contrast, are the main concern of a continuation theory of money. It is here that Keynes’s analysis of the non-atomistic nature of economic material, as discussed in Chapter 4, finds its full expression. Within a continuation theory of money the complex and organic nature of the interactions between the main agents of the production process, namely the central bank, commercial banks, other financial institutions, firms and households, is finally recognised. The liquidity preference of agents plays an important role in determining the quantity of money in circulation as well as the quantity of money held in portfolios. In stationary conditions, when the expectations of agents are constant (or fairly constant) and interest rates are stable (or fairly stable), the liquidity preference of, say, the central bank, commercial banks, firms and households may be safely ignored. But when these expectations are changing, the time frame assumed by the single-period theory of money becomes a less reliable guide to the analysis of circulation and holding of money. Liquidity preference is a problem of the economy over time, and if time is allowed, the choices of agents for the composition as well as the size of their portfolios come to the forefront of the analysis. In other words, the balance sheets of borrowers and lenders come to the fore, together with a rich spectrum of interest rates (Hicks 1965: 286). A continuation theory of money aims thus to explain where these interest rates lie. For this reason, the liquidity preference of savers, firms, the profit-maximising asset and liability management of banks and financial institutions, as well as the different policy reaction functions of the central bank all play a crucial role in a continuation theory of money.

Comparing these two types of dynamic analyses, it is clear that the flow equilibrium of a single period analysis of the money supply process does not come without costs for the existing stock of money. A single period equilibrium comes at the expense of disequilibrium over a sequence
of periods; and this stock disequilibrium has important forward-looking implications. Any agent that is left in a state of disequilibrium will take steps to correct this disequilibrium. This is, in fact, the characteristic effect of a disequilibrium situation. It is the way in which a disequilibrium position carries its effects into the sequence of subsequent periods that is both important and interesting (Hicks 1985: 86–87; see also Hicks 1974: 36). In other words, flow and stock equilibria compete against each other, and this interaction falls outside a single period analysis, occurring instead over a sequence of single periods. It is in fact the property of a continuation analysis of the money supply process to investigate the link between the circulation of the means of payment and the holding of a liquid store of wealth. A complex theory of flows and stocks of money replaces the simple single period analysis of the money supply process. Reality thus takes the dominant role, but at the cost of the clear-cut single period analysis.

The equilibrium conditions do not determine the actual path; all that they determine (or the most that they can determine) is an equilibrium path that we can use as a standard of reference. There will always be deviations from the equilibrium path. Some of these are simply due to imperfect planning (lack of foresight). But once a deviation has occurred, it leaves those affected in a state of stock disequilibrium; and their endeavours to right that disequilibrium are a main determinant of the next steps on the actual path. They are not the only determinant; the usual static propensities and technical restraints, all the things that are alone at work on the equilibrium path, are also present. It is, however, of the greatest importance to distinguish these two elements, which work in a distinctly different manner. The ‘equilibrium’ forces are (relatively) dependable; the ‘disequilibrium’ forces are much less dependable. We can invent rules for their working, and calculate the behaviour of the resulting models; but such calculations are of illustrative value only. This is where ‘states of mind’ are of dominating importance; and states of mind cannot readily be reduced to rule.

(Hicks 1985: 87–88)

Conclusions

Hicks is considered a great old master of our discipline. It is often claimed that economic theory, for good or bad, has been shaped to an extraordinary degree by his writings. However, as is often the case with great masters, as time goes by, his contributions are more and more respected, but less and less read. This chapter has made a modest attempt to alter this practice, by showing that some of the writings of the early Hicks, as well as of the
late and more critical Hicks, can be used to shed light on key issues discussed in previous chapters, namely the role of uncertainty, money and time in modern economic theories and methods. In particular, this chapter has explored Hicks’s original distinction between a single period and a continuation theory, since this distinction is used in Chapters 7 and 8 to interpret the debate in the endogenous money theory between Horizontalists and Structuralists.
7 Horizontalist and Structuralist analyses of endogenous money

Introduction

The past two decades have seen the flourishing of a complex body of contributions in Post Keynesian economics, investigating the nature and roles of money in modern economies. The basic principle of these contributions is the idea that money has the nature of a debit–credit relationship, and it fulfils the need for a standard of value in which contractual obligations for the organisation of production and exchange activities are made (Dow and Smithin 1999: 77, also Laidler 1997: 1213–1214). As was discussed in Chapter 5, the roles of money as a final means of payment and as a store of wealth are then derived from this function on the hypothesis that economic agents interact in an environment subject to uncertainty (see Table 5.1 above).

Modern Post Keynesian contributions also maintain that money is a by-product of the normal working of the economic mechanism. Its supply arises as a result of the creation of new bank liabilities within the income generation process (Moore 1988). In other words, the stock of money in a country is determined by the demand for loans, and the latter is causally dependent upon the economic variables that affect the level of output. Because the process of money creation lies within the economic system rather than in the independent discretionary actions of the central bank, this view has been labelled endogenous money theory to distinguish it from the exogenous money theory of the Monetarist school (Cottrell 1986). Several contributions have also linked endogenous money theory to the works of Wicksell (1898), Schumpeter (1912), Keynes (1930, 1933a, 1936, 1937),

1 Carvalho (1992), Graziani (1984, 1996), Messori (1991), Minsky (1975), Moore (1988: Ch. 8) and, especially, Dow (1997) all deal with the controversial issue of Keynes’s approach to endogenous money.
This chapter discusses the main features of the endogenous money theory. It starts with an analysis of the Horizontalist (also called accommodationist) approach, which historically represents the first wave of modern contributions to endogenous money theory. The Horizontalist analysis of endogenous money is based on two tenets, namely that 'loans create deposits', and 'deposits generate reserves'. These two tenets will be explored through an analysis of the balance sheets of commercial banks and the central bank.

Next, there follows an analysis of the Structuralist analysis, which has clarified and refined some features of the Horizontalist approach. This book defends the view that the Structuralist analysis is a natural development of the early Horizontalist theory of endogenous money. In fact the above-stated two original tenets of the theory are retained, but they are interpreted in the light of a more explicit consideration of the liquidity preference of the agents involved in the money supply process, namely households, firms, commercial banks and the central bank.

It is worth noting that the Structuralist interpretation of the liquidity preference theory draws explicitly on all of three major works of Keynes, namely the General Theory (1936), A Treatise on Money (Keynes 1930) and A Treatise on Probability (Keynes 1921), in an a clear attempt to move beyond the narrow interpretation of liquidity preference championed by Monetarists and textbook Keynesians. This generalised liquidity preference theory also demonstrates the relevance of the distinction between the notion of risk and uncertainty, discussed in Chapter 4, for a proper understanding.
of the complex debit–credit relationships of households, firms, banks and the central bank in the modern monetary economies.

The Horizontalist analysis of endogenous money

Historically the Horizontalist approach was the first type of analysis in Post Keynesian economics to propose an endogenous money view. It emerged in the 1970s in the spirit of the contributions to monetary theory by Kaldor (1970b) and Weintraub (1978), who argued against Monetarist theory and policy. Later came the *magnum opus* on endogenous money by Basil Moore (1988) titled *Horizontalists and Verticalists*, where explicit reference is made to the Post Keynesian and Monetarist graphical representations of the money supply curve as a horizontal and vertical line, respectively. Therefore, one of the major contributions of the Horizontalist approach was the critical appraisal of the Monetarist analysis of money and monetary policy. According to the Monetarists, the total quantity of monetary reserves controlled by the central bank determines the total supply of bank deposits in a country. For this reason, monetary reserves are also called high-powered money or monetary base. Monetary reserves support a multiple quantity of bank deposits, which are then used by banks to make loans.\(^5\) Once this money multiplier theory is married to the quantity theory of money, the well-known policy conclusion follows that inflation is caused by monetary overexpansion, and deflation by monetary underexpansion, or even absolute contraction, and that both problems can be prevented by proper control of the supply of monetary reserves.

The Horizontalist analysis of money rejects the Monetarist theory and its policy conclusions. It proposes an alternative theory of money and banking based on the aforementioned two major tenets, namely ‘loans create deposits’, and ‘deposits generate reserves’ (Moore 1988).\(^6\) These two tenets can be explained through an analysis of the balance sheets of commercial banks and the central bank.\(^7\) The use of balance sheets is crucial for highlighting the debit–credit nature of money. According to the Horizontalist analysis, money is neither a commodity nor is it ‘fiat’. Money is not a commodity because its purchasing power is not determined by the intrinsic
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5 See, for a rich historical account of the money multiplier theory, Realfonzo (1998).
6 Moore (1988) and Lavoie (1992) and many Horizontalists prefer the expression ‘deposits make reserves’. However, in this book the latter is replaced with the expression ‘deposits generate reserves’ in order to distinguish it from the saying ‘loans make deposits’, the reason being that behind these similar expressions there are different economic mechanisms at work.
7 The following balance sheet analysis draws on Lavoie (2003, 2006), and Godley and Lavoie (2007).
value of its material, independently of its monetary role. Money is not fiat, because it is not an asset without a matching liability.

For the sake of simplicity, the analysis of endogenous money starts with the simple case of a pure credit economy, and it draws on the monetary circuit presented in Chapter 5 (see Figure 5.1 above). In a pure credit economy there is no currency money, and all transactions between wage earners (or, more generally, households) and producers (or, more generally, firms) are made through the banking system. For the sake of simplicity, it is initially assumed that the banking system is composed of a single bank.

Table 7.1 describes the basic loans supply process in a pure credit economy. It covers stages one and two of the monetary circuit,\(^8\) which represent the beginning of the production process. Once negotiations in the labour market between households and firms are concluded, firms need to finance their wage bill before the production process can be started. But where is the initial finance covering the wage bill to come from? According to the Horizontalist analysis of endogenous money, the answer to this question must address the fact that in the real world the production process takes time. This means that firms incur and pay production costs before sale proceeds are received. Loans are thus demanded by firms to finance their wage bill. The reason for starting with a pure credit economy is now evident. It makes transparent the process by which loans are supplied. The banking system creates \textit{ex nihilo} loans for firms. In other words, the banking system sets the interest rate on loans, and then it accommodates all demands for loans (including overdrafts) by creditworthy borrowers. The only limit to the supply of loans is thus given by the willingness of firms to borrow, and by the willingness of the banking system to grant creditworthy status to firms.

\begin{table}[h]
\centering
\caption{The basic loans supply process in a pure credit economy with a single bank}
\begin{tabular}{ll}
\textbf{BANKING SYSTEM} & \\
\hline
\textbf{Assets} & \textbf{Liabilities} \\
Loans to firms: +100 & Firms deposits: +100 \\
Loans to firms: +100 & Households deposits: +100 \\
\end{tabular}
\end{table}

\(^8\) For obvious reasons of space, the representation of the remaining stages of the monetary circuit through an analysis of the balance sheets of commercial banks and the central bank cannot be pursued here. The interested reader is referred to Lavoie (1992: 152–165), where a full representation of the monetary circuit via the balance sheets of banks and the central bank is presented.
As Table 7.1, row 1, shows, at the simple stroke of a pen the banking system records loans to creditworthy firms for £100 (e.g. million) on its assets side, and £100 (e.g. million) deposits of firms on its liabilities side. These deposits are then used by firms to pay households wages and salaries for their labour services. Thus, Table 7.1, row 2, shows that the ownership of deposits is transferred from firms to households. Notwithstanding the issue of the ownership of the newly created deposits, the analysis of the loans supply process confirms the validity of the first tenet of the Horizontalist analysis, namely that loans create deposits.

Table 7.1 shows that not only do loans create deposits, but also that loans create an equal amount of deposits. This conclusion is derived from the analysis of the loans supply process, when the banking system is made up of a single bank. What happens if there are two or more banks operating in the economy? For the sake of simplicity, let us assume that there are only two banks or sets of banks in the economy. The first bank is a business bank (hereafter Bank B), and it specialises in making loans to firms. The second bank is a deposits bank (hereafter Bank D), and it specialises in collecting deposits from households. Table 7.2, row 1, reproduces the results of the previous analysis of the loans supply process. Once loans are supplied, and then used to pay households for their labour services, both banks making up the banking system record £100 million on their assets side, and £100 million of deposits of households on their liabilities side.

Table 7.2, row 2, records the second-round effects of the loans supply process. At the end of the transaction period, Bank B registers an outflow of deposits of households in favour of Bank D. In other words, the cheques drawn by the households customers of Bank B in favour of the households customers of Bank D exceed the cheques drawn by the customers of Bank D in favour of the customers of Bank B. From this perspective, Table 7.2, row 2, represents the extreme case, when Bank B realises that all deposits have been transferred in favour of Bank D. This means that Bank B is indebted vis-à-vis Bank D for £100 million. In the absence of a central bank, the accounts will balance only if Bank D agrees to make a direct or indirect loan for a similar amount to Bank B. In the first case, which is represented by Table 7.2, row 2, £100 million of loans are recorded on the assets side of Bank D, and £100 million of funds are recorded on the liabilities side of Bank B. In the case of an indirect loan, which is represented by Table 7.3, row 2, Bank B issues £100 million of certificates of deposits (hereafter CDs), which are bought by Bank D.9

9 Bank B could also arrange for the securitisation of part of its assets, i.e. it may transform part of its loans into marketable assets, and sell them to financial institutions. In this case,
Table 7.2  The basic loans supply process in a pure credit economy with two banks

<table>
<thead>
<tr>
<th>BANK B</th>
<th>Liabilities</th>
<th></th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td></td>
<td></td>
<td>Assets</td>
</tr>
<tr>
<td>Loans to firms:</td>
<td>+100</td>
<td></td>
<td>Loans to firms:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+100</td>
</tr>
<tr>
<td>Loans to firms:</td>
<td>+100</td>
<td></td>
<td>+100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Households deposits:</td>
</tr>
<tr>
<td></td>
<td>Households deposits: 0</td>
<td></td>
<td>+100</td>
</tr>
<tr>
<td></td>
<td>Bank D funds:</td>
<td></td>
<td>Loans to Bank B:</td>
</tr>
<tr>
<td></td>
<td>+100</td>
<td></td>
<td>+100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BANK D</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td></td>
</tr>
<tr>
<td>Loans to firms:</td>
<td>+100</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Households deposits:</td>
<td>+100</td>
</tr>
<tr>
<td>Loans to Bank B:</td>
<td>+100</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Households deposits:</td>
<td>+200</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The analysis of the loans supply process with two banks or a set of banks confirms again the validity of the first tenet of the Horizontalist analysis, namely that loans create deposits. However, as Table 7.2 and Table 7.3 show, £200 million of loans create an equal amount of deposits only for the banking system as a whole. Depending on the behaviour of households, each individual bank may actually be a deposits-deficit bank or a deposits-surplus bank. In other words, for each single bank, loans do create deposits, but it is only by chance that loans create an equal amount of deposits. Yet, provided that banks agree between themselves on an appropriate interest rate on loans (Table 7.2) or on CDs (Table 7.3), their accounts will balance, and the situation represented in Tables 7.2 and 7.3 can perpetuate itself. This means that, as long as the interbank interest rate (Table 7.2) or the interest rate on CDs (Table 7.3) is set between the rate that Bank D is paying on its deposits and the rate that Bank B is charging to its borrowers, the banks do not face any liquidity problem, and their own businesses can prosper.

The second main tenet of the Horizontalist analysis of endogenous money, namely that ‘deposits generate reserves’ can be explained through an analysis of the balance sheets of the central bank and the other banks. This tenet is closely related to the role of the central bank as the residual supplier of liquidity to the economy. For the sake of simplicity, it is initially assumed that the banking system is again composed of one single commercial bank. Later on in the analysis, the commercial bank is again replaced by a business bank and a deposits bank.

In the pure credit economy described above, all transactions go through the books of the banking system. The simplest way of bringing the central bank into the previous analysis is to assume that not all transactions are made through the banking system. In other words, households prefer to carry out part of their daily transactions with banknotes issued by the central bank. How is the commercial bank going to get these banknotes? As in the example of a pure credit economy, the reason for starting with the case of a single commercial bank and the central bank is now evident. It makes transparent the processes by which banknotes and, as will be shown later, monetary reserves more generally, are supplied. The acceptability of bank deposits as a means of payment depends on the confidence of households that deposits can always be used for buying goods and services. This means that deposits must always be convertible into legal tender, i.e. into cash by way of banknotes and coins, on demand. Therefore, whenever households want to

Bank B moves some assets off its balance sheet. This is an attractive way to avoid capital losses or to escape capital requirements. This possibility is discussed later in the chapter, after the different roles of banks and financial institutions are fully explored.
<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: 0</td>
</tr>
<tr>
<td>CDs: +100</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3  The basic loans supply process with two banks and certificate of deposits

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +200</td>
</tr>
<tr>
<td>CDs: +100</td>
<td></td>
</tr>
</tbody>
</table>
have deposits transformed into cash, the commercial bank must borrow reserves from the central bank. Table 7.4 shows the balance sheets of the commercial bank and the central bank.

Table 7.4, row 1, reproduces the results of the previous analysis of the loans supply process with a single bank (see Table 7.1 above). The effects of the choice of households between deposits and cash are also recorded in Table 7.4. Since households now demand £10 million of deposits to be converted into cash, the commercial bank must borrow this amount of cash from the central bank. Table 7.4, row 2, shows that £10 million of loans are recorded on the assets side of the central bank, and £10 million of cash are recorded on the liabilities side of the commercial bank. The analysis in Table 7.4 together with the previous analyses clarifies the role of trust, confidence and creditworthiness in the Horizontalist analysis of endogenous money. Banks grant loans to firms as long as they trust them to repay their debts. Similarly, households are content to leave deposits at the banks as long as they have total confidence that they can convert them into cash on demand and, more generally, draw on these deposits at will for buying goods and services. Trust, confidence and credit-worthiness, therefore, play a key role in the Horizontalist analysis of the monetary system (Lavoie 1992: Ch. 4, 2003).

In the previous example, it became evident that the central bank has a very important role in the Horizontalist analysis of endogenous money. The central bank is the issuer of cash, i.e. it is the supplier of legal tender in the economy. As long as households demand legal tender in the economy, the commercial bank is forced to go into debt with the central bank. This conclusion reveals the more general role of the central bank. According to the Horizontalist analysis of endogenous money, the central bank is not only the supplier of legal tender in the economy, but more generally it is the residual supplier of liquidity (i.e. cash) to the economic system. Tables 7.5 and 7.6 highlight this role of the central bank. They describe the basic reserves supply process in the case of a single bank, and two banks or a set of banks, respectively.

Table 7.5, row 1, reproduces the results of the previous analysis of the loans supply process with a single bank (see Table 7.1 above). For the sake of simplicity, let us assume that households do not demand cash, i.e. households are content to have all transactions going through the books of the banking system. The commercial bank is thus not forced to go into debt with the central bank. What is the role, if any, of the central bank in this situation? The Horizontalist analysis of endogenous money maintains that the central bank plays a crucial role in the economy, independently of the existence of a demand for cash. The reason for this is that the commercial bank voluntarily demands legal tender to maintain the general acceptability
Table 7.4 The basic loans supply process with banknotes

<table>
<thead>
<tr>
<th>COMMERCIAL BANK</th>
<th>CENTRAL BANK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Liabilities</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +90</td>
</tr>
<tr>
<td>Banknotes: +10</td>
<td>Commercial bank loans: +10</td>
</tr>
<tr>
<td></td>
<td>Commercial bank deposits: +10</td>
</tr>
</tbody>
</table>

Table 7.5 The basic reserves supply process with one commercial bank

<table>
<thead>
<tr>
<th>COMMERCIAL BANK</th>
<th>CENTRAL BANK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Liabilities</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Reserves: +10</td>
<td>Central bank funds: +10</td>
</tr>
<tr>
<td></td>
<td>Commercial bank loans: +10</td>
</tr>
<tr>
<td></td>
<td>Commercial bank deposits: +10</td>
</tr>
</tbody>
</table>
of bank deposits. In other words, whether or not households actually request deposits to be transformed into cash, the commercial bank knows that the acceptability of its bank deposits as a means of payment depends on the confidence of households that deposits can always be converted into cash for buying goods and services. This means that the commercial bank must demand monetary reserves, i.e. cash, from the central bank in order to maintain a certain desired level of monetary reserves to deposits ratio.\footnote{In many countries, including Australia, Canada, New Zealand, Sweden and Switzerland there are no compulsory reserves, and commercial banks in these countries hold a very low level of free reserves. This situation is the result of the particular operating procedures of the banking system, the so-called channel system (Woodford 2002: 89), which makes it easier for the central bank to provide the required daily level of reserves on demand.}

Table 7.5, row 2, shows that, for instance, £10 million of loans are recorded on the assets side of the central bank, while £10 million of central bank funds are recorded on the liabilities side of the commercial bank. In other words, monetary reserves are supplied on demand by the central bank in order to safeguard the acceptability of bank deposits as a means of payment. More generally, the central bank accommodates the liquidity needs of the commercial bank, be they banknotes or monetary reserves, in order to maintain trust and confidence in the working of the monetary system. Advocates of the Horizontalist analysis of endogenous money also maintain that, where the central bank has absolutely no choice but to accommodate the request of the commercial bank, to do otherwise would lead to a failure of public confidence and a consequent breakdown of the financial system and possibly of the whole economy, it sets the short-run nominal interest rate at which monetary reserves are lent to the commercial bank. This interest rate is the short-run interest rate used by the commercial bank to administer its own lending and deposits rates. It is an exogenous variable, in the sense that the central bank has total discretion over its level. The central bank fixes the short-run interest rate in accordance with its political or economic objectives, such as the achievement of a particular target rate of inflation (Fontana 2006).

Table 7.6 is a slightly amended version of Table 7.2 and Table 7.3 above. As in the previous cases, there are two banks or sets of banks in the economy, namely a business bank (Bank B) and a deposit bank (Bank D). However, in this case there is also a central bank operating in the economy. As in the previous situation, Bank B and Bank D grant loans to firms. These loans create an equal amount of deposits, which are then used by firms to pay households wages for their labour services. Table 7.6, row 1, shows that Bank B and Bank D both have £100 million of loans on their assets sides,
Table 7.6 The basic reserves supply process with two commercial banks

<table>
<thead>
<tr>
<th>BANK B</th>
<th></th>
<th>BANK D</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
<td>Loans to firms: +100</td>
<td>Households deposits: +100</td>
</tr>
<tr>
<td>Loans to firms: +100</td>
<td>Households deposits: +40</td>
<td>Loans to firms: +100</td>
<td>Households deposits: +160</td>
</tr>
<tr>
<td></td>
<td>Central bank funds: +60</td>
<td></td>
<td>Central bank funds: +60</td>
</tr>
</tbody>
</table>

**CENTRAL BANK**

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loans to Bank B: +60</td>
<td>Bank D deposits: +60</td>
</tr>
</tbody>
</table>
and £100 million of deposits of households on their liabilities sides. Table 7.6, row 2, shows that Bank B experiences an outflow of deposits towards Bank D, though this time the outflow is not as extreme as in Table 7.2 or Table 7.3. The cheques drawn by the customers of Bank B in favour of the customers of Bank D exceed by £60 million the cheques drawn by the customers of Bank D in favour of the customers of Bank B. How are Bank B and Bank D going to balance their accounts? Table 7.2 and Table 7.3 present the case where Bank D makes a direct or indirect loan to Bank B. Table 7.6, row 2, describes another more general possibility, namely that the central bank acts as the clearing house between Bank D and Bank B. In other words, the central bank is the counterpart of the required lending and borrowing operations of Bank B and Bank D, respectively. Then, Table 7.6, row 2, records £60 million of central bank funds on the liabilities side of Bank B, and £60 million of central bank funds on the assets side of Bank D. Provided that there is only a small interest rate difference between the penalty rate charged by the central bank on the funds lent to Bank B, and the deposit rate offered by the central bank on the surplus deposits borrowed from Bank D, there are no incentives for the banks to agree on a direct or indirect loan. In conclusion, this simple analysis of the reserve supply process explains the crucial role of the central bank as the residual supplier of liquidity to the economic system, and hence it confirms the validity of the second tenet of the Horizontalist analysis, namely that 'bank deposits generate reserves'.

The Structuralist analysis of endogenous money

Starting with Pollin (1991), in recent decades several Post Keynesian economists have tried to clarify and refine some of the early Horizontalist analyses of endogenous money. One of the major features of these early analyses was their bold criticism of Monetarist theory and policy. For this reason, most of the Horizontalist analyses used a dualistic approach when discussing the working of the markets for loans and monetary reserves: the central bank and the commercial banks are price-makers and quantity-takers in the monetary reserves and the loans markets, respectively. Therefore, the supply of monetary reserves and the supply of loans were best represented by horizontal lines. Any other diagrammatic representation was considered to be a misinterpretation of endogenous money theory, and an endorsement of the Monetarist theory. This meant that any argument that could be remotely associated with the Monetarist theory was excluded from endogenous money theory.

This is, in part, understandable. Horizontalist scholars like Kaldor and Moore had to present an original theory of money to a very unreceptive
On this point, it is worth remembering that both advocates and opponents of the Monetarist theory, Kaldor being a notable exception, had relied for their arguments on an exogenous money regime, namely on the view that the central bank was able to control the rate of growth of the money supply. In other words, the notion of endogenous money was extraneous to Monetarists and textbook Keynesians alike. For this reason, early endogenous money analyses were very prescriptive and dogmatic in their statements.

One of the theories initially excluded from early endogenous money analyses was the liquidity preference theory: ‘if we regard money as an endogenous factor, liquidity preference and the assumption of interest elasticity of the demand for money ceases to be of any importance’ (Kaldor as quoted in Lavoie 1992: 193, see also Kaldor 1982b: 26, Moore 1988: 195–199, Rochon 2000). Therefore, it is not accidental that in their attempts to clarify and refine the contributions of the Horizontalist approach, Structuralists placed liquidity preference theory at the centre of their analysis of endogenous money. As a result, liquidity preference theory soon became one of the most contentious arguments in endogenous money theory.

Whereas Structuralists took Horizontalist scholars like Kaldor to task for downplaying the role of liquidity preference in endogenous money theory, they acknowledged the need to move beyond the narrow interpretation of liquidity preference championed by Monetarists and textbook Keynesians alike. According to Structuralists, liquidity preference theory should not be restricted to the demand for non-interest bearing money. At the minimum, liquidity preference should account for the difference between interest rates on liquid and less liquid assets. In this regard, Structuralists argued for an interpretation of the simplified liquidity preference theory proposed by Keynes in the *General Theory* (1936) in the light of the extensive monetary analysis of *A Treatise on Money* (Keynes 1930) and the early philosophical work in *A Treatise on Probability* (Keynes 1921) (Dow and Dow 1989, Dow 2006). The standard liquidity preference theory was slowly transformed into an analysis of the complex debit–credit relationships of households, firms, banks and the central bank (Wray 1995, Bell 2003). This generalised liquidity preference theory was then used as a valuable tool for explaining the particular nature and evolution of these relationships in a world of...

---

11 Kaldor, more than anyone else on either side of the Atlantic, fought vigorously against monetarism. He had the courage of his convictions to use every means at his disposal to expose the failings of monetarism in the public domain (letters to The Times, speeches in the House of Lords, as well as books and journal articles), at a time when monetarism was at its zenith (it was established British Government policy under Margaret Thatcher from 1979), until his death in 1986.
uncertainty, rather than in a world of risk,\textsuperscript{12} as is the case in the standard theory of liquidity preference (e.g. Dow 1996b, 2006, Bibow 1998, 2006).

From this perspective, the Structuralist analysis is thus a natural development of the early Horizontalist theory of endogenous money. The two original tenets of the theory, namely that ‘loans create deposits’ and ‘deposits generate reserves’, are retained. However, they are now interpreted in the light of a more explicit consideration of the liquidity preference of the agents involved in the money supply process, namely households, firms, banks and the central bank. For this reason, this chapter concludes this overview of endogenous money theory with an analysis of the liquidity preference behaviour of households, firms, banks and the central bank.

\textbf{The liquidity preference of the household sector}

The liquidity preference of households affects the Horizontalist analysis of the money supply process in two ways, namely through changes in both the composition and the size of their portfolios. The former amounts to a redistribution of the liquidity existing in the economy, whereas the latter leads to the creation of new means of payment. Changes in the composition of the portfolios of households affect the profitability of firms, and in this way indirectly influence the money supply process: when households’ liquidity preference is low, they are more willing to exchange cash and other very liquid assets for medium- and long-term financial assets, which are offered by firms, among others. Bearing in mind the monetary circuit discussed in previous chapters (see Figure 5.1 above), this means that firms will be able to withdraw existing liquidity from the market, and use it in order to reduce their debts to the banking system. This should also help to increase the creditworthiness of firms, and therefore their bargaining power in future negotiations with the banking system.

Changes in the size of the portfolios of households directly affect the money supply process described above: when their liquidity preference falls, households are more willing to negotiate bank loans in order to finance the purchases of commodities like consumer durables or houses. In this case, the existing amount of liquidity in the economy increases. Empirical studies lend increasing support to this scenario. In the last two decades, the demand for loans by households has grown substantially and, in the case of some countries, has outstripped the total amount of lending to firms and financial institutions. For instance, in the case of the UK the last two decades have seen a continuing expansion of consumer loans, such that now the total

\textsuperscript{12} See, on this distinction, Chapter 4 above.
supply of loans depends more upon the behaviour of households than on the behaviour of firms (Arestis and Howells 1999).

The liquidity preference of the business sector

Another avenue of influence of liquidity preference upon the Horizontalist analysis of the money supply process works through the balance sheets of firms. As in the case of households, the liquidity preference of firms leads either to a redistribution of liquidity or to the creation of new liquidity in the economy. In the first case, the money supply process described above is only slightly affected. Some firms may now grow at their own pace, rather than follow the behaviour of other firms: when their liquidity preference is low, firms are more willing to exchange liquid assets for less liquid assets. This means that some firms may exchange cash and other liquid financial assets for capital goods produced by other firms. Similarly, firms may exchange liquid assets for long-run financial assets offered by other firms. This redistribution of liquidity between firms helps to maintain equilibrium in the balance sheets of firms with different propensities to investment.

The liquidity preference of firms may also lead to the creation of new liquidity: when their liquidity preference is low, ceteris paribus firms are willing to negotiate loans with the banking system in order to finance the production of new goods and services. This is the case represented in Table 7.1 above. At the other extreme, when their liquidity preference is high, regardless of the lending policy of the banking system, firms adopt a more conservative borrowing behaviour. In the case of high economic instability, low profitability and an uncertain future, some firms may even decide on an ‘opt-out’ strategy, reducing or suspending the flow of production, and behaving more like financial intermediaries (Bibow 1998: 251).

The liquidity preference of the commercial bank sector

The liquidity preference of banks has been the argument used par excellence by Structuralists to defend and extend the significance of the liquidity preference theory to the Horizontalist analysis of endogenous money (Dow 1996a). Banks play a crucial role in the money supply process. They create liquidity when they accommodate the demand for loans of firms (see, for instance, Table 7.1). They also automatically redistribute liquidity in the economy when they allow households to exchange their deposits against financial assets (see, also, Tables 7.2 and 7.3 above, which show that banks can specialise in their own business and deposits activities without facing liquidity problems). Whether they create or redistribute liquidity, the liquidity preference of banks influences the money supply process described above.
Table 7.7, row 1, reproduces the basic result of the Horizontalist analysis of the loans supply process in the more general case, when the banking system has its own funds. Once loans are supplied, and then used to pay households for their labour services, the commercial bank records £100 million of loans to firms on its assets side, and £100 million of deposits of households on its liabilities side. However, this time the profits of the commercial bank are explicitly taken into consideration. The commercial bank is in the business of making loans and managing deposits. Like any other firm, it must face the costs of buying equipment and paying wages and salaries to its employees. How is the commercial bank going to pay for these costs and make a profit for its owners? The commercial bank sets the differential between the loans rate paid by its borrowers and the deposits rate paid to its customers (on the top of any other service charges), such that in normal times its costs are covered, and the target rate of return on its own capital is achieved, net of any loss due to loans defaults.

Let us assume that the rate of interest on loans is 10 per cent and the rate of interest on deposits is 5 per cent. Assuming that firms make no interest rate payments or reimburse loans, Table 7.7, row 2, records the end-of-year outcome of the loans supply process. The commercial bank records £110 million of loans to firms on its assets side, and £105 million of household deposits, together with £5 million of own funds, on its liabilities side. The £5 million of own funds are the net worth of the commercial bank.

Table 7.7 The loans supply process and the liquidity preference of a commercial bank

<table>
<thead>
<tr>
<th>COMMERCIAL BANK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
</tr>
<tr>
<td>Loans to firms: +100 (1 + 0.10)</td>
</tr>
<tr>
<td>Own funds: +100 (0.10 – 0.05)</td>
</tr>
<tr>
<td>Loans to firms: +110</td>
</tr>
<tr>
<td>Own funds: +5</td>
</tr>
<tr>
<td>Old loans to firms: +110</td>
</tr>
<tr>
<td>New loans to firms: +100</td>
</tr>
<tr>
<td>Own funds: +5</td>
</tr>
</tbody>
</table>
They are a liability of the commercial bank to its owners, which are used whenever firms default on loans.

Table 7.7, row 3, shows the role of the liquidity preference of the commercial bank in the loans supply process. As in the previous cases, the reason for considering a single commercial bank operating in a pure credit economy is now evident. It makes clear the meaning of liquidity for the banking system. In a pure credit economy there are no safe assets like monetary reserves and government bonds, except the own funds of the commercial bank. The liquidity of the balance sheet of the commercial bank is thus inversely related to the degree of risk of its assets compared to its own funds, namely the loans to own funds ratio. Table 7.7, row 2, shows that the loans to own funds ratio of the commercial bank is equal to £(110/5) million. Let us now assume that firms decide to increase the production of goods and services, and the negotiations between firms and the commercial bank are successfully concluded. The commercial bank then records £100 million of new loans to creditworthy firms on its assets side, and £100 million of new deposits of firms on its liabilities side. Firms then use these deposits to pay households for their services. At the end of the new loans supply process, Table 7.7, row 3, shows that the commercial bank records a total of £210 million of loans to firms on its assets side, and a total of £205 million of household deposits, together with £5 million of own funds, on its liabilities side. The results represented in Table 7.7, row 3, lend support to the Structuralist analysis of endogenous money: when the commercial bank grants the new set of loans, the ratio of loans to own funds rises to £(210/5) million. In other words, as the commercial bank expands its lending activity, its liquidity is automatically reduced. This outcome may affect the price and availability of new loans negotiated by the commercial bank in future. For this reason, Structuralists maintain that the liquidity preference of the banking system is an integral part of the analysis of the money supply process.

The liquidity preference of the central bank

Finally, the theory of liquidity preference could be usefully extended to the role of the central bank in the money supply process described above. In this case, Structuralists argue that the central bank is not passive in the face of the demand for reserves of banks, but instead it makes active lending decisions in accordance with its main objective of maintaining an orderly and efficient banking system (Dow and Rodríguez-Fuentes 1998, Sawyer 1996). In other words, the role of the central bank in the money supply process described above is not to do what commercial banks ask it to do, for instance passively accommodate their demand for reserves, but rather...
to do what is in the interest of the economy as a whole. This means that depending on the circumstances, the central bank may decide to change the price of monetary reserves in response to, among other things, the behaviour of the banking system and the state of the economy, especially with regard to the actual rate of inflation vis-à-vis the central bank’s target rate of inflation, if it has one.

The concept of liquidity preference for the central bank builds on the Horizontalist analysis of the central bank as the residual supplier of liquidity to the economy. The central bank controls the short-run interest rate, namely the base rate used by the banking system to set all lending and borrowing rates. Therefore, when the central bank changes the short-run rate (e.g. the federal funds rate in the US, or the repo rate in the UK), it affects the cost of obtaining monetary reserves and, by doing so, may influence the interest on loans charged by the banking system (Palley 1991, Niggle 1991).

Conclusions

An overview of the main features of the Horizontalist and Structuralist analyses of endogenous money has been provided in this chapter. It started with the study of the balance sheets of banks and the central bank in a pure credit economy, which was used to shed light on the main contributions of the Horizontalist analysis, including the debit–credit nature of money, the ‘loans create deposits’ tenet, as well as the ‘deposits generate reserves’ tenet. Then the Structuralist analysis was discussed. This approach has been presented as a further historical development of the Horizontalist analysis of endogenous money. The Structuralist analysis has retained the main contributions of the Horizontalist analysis, including the ‘loans create deposits’ and ‘deposits generate reserves’ tenets, but it has interpreted them in the light of a more explicit consideration of the liquidity preference of the agents involved in the money supply process, namely households, firms, commercial banks and the central bank.

Many of the endogenous money propositions discussed in this chapter, including the debit–credit nature of money, and the ‘loans create deposits’ and ‘deposits generate reserves’ tenets are further examined in Chapter 8, where it is argued that today it is not fruitful to view the Horizontalist and Structuralist analyses of endogenous money as being in opposition to each other. Instead, Chapter 8 uses Hicks’s original distinction, considered in Chapter 6, between a single period and a continuation analysis to discuss similarities and differences between the two analyses of endogenous money presented in this chapter. The main objective of Chapter 8 is thus to explain the complementary nature of the Horizontalist and Structuralist analyses, and their roles within a more general theory of endogenous money.
8 A general theory of endogenous money

Introduction

In Chapter 7 it was argued that one of the major contributions in Post Keynesian economics is the theory of endogenous money: the supply of money is determined by the demand for loans, and the latter originates within the economic system in order to finance the production and accumulation processes, consumer expenditure (especially on durable goods), or the upsurge of speculative purchases. The main policy implication of this theory is that money and monetary policy are not neutral either in the short or the long run: money is needed for, and is the purpose of, financing the core activities of capitalist economies. While these propositions are now widely accepted by most, if not all, Post Keynesian economists and more generally by heterodox economists, there are several details in the theory of endogenous money that are still contentious. The debate between proponents of the Horizontalist (or accommodationist) analysis and those of the Structuralist analysis of endogenous money is based around the following three controversies. First, there is disagreement over the degree of accommodation by central banks of the demand for reserves by commercial banks. Are central
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1 In the last couple of decades the economic profession at large has converged towards the view that the money supply is endogenous, though this view is grounded more on historical than theoretical arguments, as in the Post Keynesian tradition. This means that should historical circumstances change, such as the money demand function becoming stable again, the economic profession may support once more the Monetarist theory of exogenous money, together with its deleterious policy implications. See, on the meaning and nature of the endogenous money theory in Post Keynesian economics and monetary economics more generally, Fontana (2007) and Fontana and Palacio-Vera (2002: 557–559, 2004).

banks always willing to supply the required reserves at the going short-run nominal interest rate? Or could they attempt to resist this demand by changing this interest rate? Second, there is a dispute about the meaning and relevance of the liquidity preference of commercial banks. Is liquidity preference theory consistent with endogenous money? And, if so, does this mean that there is an upward sloping supply curve for loans? Thirdly, there is a controversy over the implications of the liquidity preference of the non-bank private sector. Are the preferences of the final recipients of bank deposits (e.g. wage earners) necessarily consistent with the preferences of the first recipients of these deposits (e.g. firms)? And, if not, is there a mechanism that reconciles the different preferences?

The objectives of this chapter are twofold. The first objective is to review these controversial issues debated by Horizontalists and Structuralists with the help of an original four-panel diagram (Fontana 2003b). The Horizontalist and Structuralist analyses of endogenous money provide insightful perspectives on the ways central banks, commercial banks, firms, financial intermediaries, and wage earners enter into the money supply process. Unfortunately, as explained in the previous chapter, these perspectives are often presented in a dualistic style, with readers urged to support either the Horizontalist or the Structuralist analyses (e.g. Lavoie 2006). The simple graphical analysis proposed in this chapter moves beyond this dualistic view of endogenous money, by presenting simply and concisely the nature and origin of the differences between Horizontalists and Structuralists.

The second objective of this chapter is to bring into play the encompassing principle discussed in Chapter 2. Having presented the differences between the Horizontalist and the Structuralist analyses, in the second part of this chapter the domains of relevance of these analyses are extended by encompassing them in a more general theory of endogenous money. This general theory is grounded on Hicks’s distinction between a single period analysis and a continuation analysis. As discussed in Chapter 6, the former aims to portray simple and stable relationships that abstract from real-world complexities. For this reason, a single period analysis is based on the tacit assumption that within any period considered economic agents hold constant expectations, and it then explains the sequential stages of the money supply process. However, one of the key features of the money supply process is the possibility of affecting the expectations of all agents involved in it. Therefore, the causes and effects of changes in the state of expectations of central banks, commercial banks, firms, financial intermediaries and wage earners are the main concern of a continuation analysis.
Controversial issues

The core argument of endogenous money theory is that the money supply is determined by the demand for loans, and the latter originates within the economic system in order to finance the production and accumulation processes, consumer expenditure or an upsurge of speculative purchases. This means that any representation of endogenous money theory requires at the minimum three markets and four types of economic agents, namely a central bank, commercial banks (banks for short), firms and wage earners. In the following, the debate between Horizontalists and Structuralists is therefore presented in terms of the controversial arguments surrounding the behaviour of these economic agents in the market for monetary reserves, the credit or loans market and the financial markets, respectively.

The market for monetary reserves

The first controversy between Horizontalists and Structuralists is over the relationship between the central bank and the commercial banks. In endogenous money theory, central banks set the short-run nominal interest rate (e.g. the federal funds rate in USA and the official bank rate in the UK), and they then supply monetary reserves on demand in exchange for acceptable collateral. The short-run nominal interest rate is thus the control-instrument used by central banks to influence the price of credit, and thus the level of bank lending. For instance, changes in the short-run nominal interest rate prompt banks to modify their base rates (e.g. personal loan rates and mortgage rates) at which they lend to their customers. These rates, ceteris paribus, have an important role in influencing the levels of investment and consumption, and hence the level of aggregate demand, which in turn affects the volume of output and employment.

The differences between the two analyses of endogenous money can be introduced in terms of a short-run reaction function measuring the elasticity of the nominal interest rate with respect to changes in the demand for reserves. Horizontalists argue for an infinitely elastic reaction function in the time period between revisions of the short-run nominal interest rate (e.g. Moore 1991, 1995), whereas Structuralists defend a less than perfectly elastic function (e.g. Pollin 1991).

The four-panel diagram in Figure 8.1 shows the contentious description of the market for reserves. The focus of the analysis is upon flows, namely changes in the supply of money, and how these changes arise from the flow

---

of new bank loans to borrowers. The upper left panel portrays the market for reserves. The supply of reserves is represented by a step function, with each horizontal segment representing a different interest rate policy (e.g. $i_0$, $i_1$). The horizontal parts of the schedule show the accommodative behaviour on the part of the central bank, while the upward stepwise trend (from right to left in the diagram) reflects the Structuralist view that central banks have a less than perfectly elastic reaction function. The upper right panel portrays the credit market, where banks and firms negotiate terms and conditions for the supply of new loans. Since the debate over the slope of the supply curve of loans is postponed to the next section, the curve is represented by a perfectly elastic schedule at a base rate (e.g. $r_0$), determined as a fixed mark-up over the short-run nominal interest rate (e.g. $i_0$) set by the central bank. The demand for loans (e.g. $L_0$) is a decreasing function of the base rate ($r_0$), and together with the supply of loans (e.g. $L_0^S$), it determines the total volume of credit (e.g. $L_0$).

The lower panels are used to describe two main tenets of the endogenous money theory, namely ‘loans create deposits’ ($LD$ or loans–deposits line), and ‘deposits generate reserves’ ($DR$ or deposits–reserves line), respectively. The equilibrium in the credit market determines via the $LD$ line the supply of new deposits (e.g. $D_0$) in the lower right panel. Note that the $LD$ line represents the balance sheet constraint of banks and, for the sake of making
the graphical exposition feasible, it is drawn on the assumption that banks hold their liabilities, like time or demand deposits, in a given proportion. The supply of reserves (e.g. $R_0$) associated with the supply of new bank deposits (e.g. $D_0$) is shown via the $DR$ line in the lower left panel. The $DR$ line represents the total demand for reserves.

The four-panel diagram illustrates the underlying sequential analysis that characterises endogenous money theory, as well as the controversial issues related to the reaction function of the central bank. Expansionary shifts of the demand for bank loans (e.g. $L_1^D$) cause, via the $LD$ line and the $DR$ line, increases in the level of bank deposits (e.g. $D_1$), and of reserves (e.g. $R_1$), respectively. But, as a result of the new higher level of reserves, the central bank might, though it does not need to, decide to tighten conditions in the market for reserves by moving to an $(i_1^j)$ interest rate policy. This change in the policy stance of the central bank is then likely to affect the lending policy of banks in the credit market (e.g. $L_1^S$).

Note that the graphical representation of the supply of monetary reserves is not inconsistent with the neo-Chartalist view that most of the central bank actions are defensive in nature and are mainly undertaken in order to smooth out the imbalances in the pattern of money flows between the Government’s accounts, on the one hand, and the banks, on the other (Wray 1998: Ch. 5, also Lavoie 2006). The central bank supplies the reserves which the banking system as a whole needs in order to achieve balance by the end of each settlement day. However, at any time the central bank sets the price of these reserves, and hence it can change the price, if it considers it appropriate or necessary to do so.

Furthermore, it is necessary to reiterate the importance for banks of the reserve market compared to the wholesale market (see, for a different view, Dow 2006: 46). It is only in the former that liquidity is created, whereas the role of the latter is to circulate existing liquidity between banks. The infamous run on Northern Rock, the fifth-biggest mortgage lender in Britain, in September 2007 is a case in point (Economist 2007). When on the back of problems in the sub-prime mortgage market in the USA, British banks increased their liquidity preference and avoided lending to each other on the wholesale market, Northern Rock was unable to refinance its business. The Bank of England did not intervene by providing the much needed new liquidity, and panic spread. Whatever the evaluation of the behaviour of the Bank of England, it is clear that, beyond normal circumstances, only the central bank can save a bank from illiquidity. The central bank is the bank to the banking system, i.e. as was explained in Chapter 7, the central bank performs a pivotal role as the lender of last resort to the banking system, and thus as the residual supplier of liquidity to the economy as a whole. The reserve market is still relevant for the money supply process, though many
countries including Canada, Sweden, Australia and New Zealand now have no compulsory reserve requirements.

More generally, this simple example suggests that central banks have a crucial role in the money supply process. By adjusting the short-run nominal interest rate, they are able to affect lending conditions in the credit market and, more generally, to determine the cost and availability of liquidity throughout the economy. This power of central banks is recognised by both Horizontalists (e.g. Lavoie 1992: 186–189) and Structuralists (e.g. Howells 1995: 12–17). Their main difference lies in the assumptions regarding the state of expectations of central banks during the money supply process. Horizontalists discuss the supply curve of reserves associated with a constant state of expectations, whereas Structuralists allow for the effects of changes in the state of expectations. Therefore, while the former prefer to discriminate between different stances of monetary policy and focus only on the freely managed short-run nominal interest rate stance (Lavoie 1996: 279, Moore 1983: 265, n. 9), the latter are more inclined to consider complex reaction functions of central banks (Wray 1992: 307, Palley 1996a: 592–593). In terms of Figure 8.1, by the particular temporal nature of their models, Structuralists tend to consider the overall upward sloping step function representing the supply of reserves (i.e. $R^s$), whereas Horizontalists focus on each single horizontal part of it (i.e. either $i_0$ or $i_1$ policy line).

The credit market

A more controversial argument between Horizontalists and Structuralists is over the behaviour of banks in the credit or loans market. Whether or not reserves are forthcoming at a constant short-run nominal interest rate, Structuralists hold that, as a result of an increase in lending activity, price and non-price terms of credit would tend to rise. Price terms are base interest rates like the standard mortgage rate, whereas non-price terms refer mainly to the income and assets collateral requirements (Wolfson 1996: 456–457).

Drawing on Minsky’s analysis of corporate financial behaviour (Minsky 1975: Chs 5 and 6), most Structuralists argue that banks raise their base interest rates at the peak of the business cycle (e.g. Wray 1995: 278–280). As lending grows, banks become increasingly concerned about their own portfolio balance (usually measured by the ratio of loans to equity and the
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4 Recently, some Structuralists have accepted that this need not necessarily be the case (e.g. Howells 1995: 20, Dow 2006: 46). For instance, they acknowledge the point made by Lavoie (1996: 285–290) to the effect that over the business cycle, loans are being taken out, profits earned and loans repaid (out of profits, and out of borrowing), such that the ratio of loans to profits or to equity does not necessarily rise during the business upswing.
ratio of loans to safe assets), as well as the liquidity level of their customers (usually indicated by the ratio of debt to equity of firms). Similarly, Structuralists maintain that in these circumstances banks often impose restrictions on their lending activity. They conclude that if price and non-price terms are properly considered, the supply of loans is best represented by an upward sloping curve (Dow 1996a: 498–504, 2006: 43–49).

For their part, Horizontalists argue for a horizontal supply curve in the interest–loans space. However, they acknowledge that banks may impose quantitative restrictions on their customers (Moore 1988: 24). Similarly, Horizontalists accept that the liquidity ratios of banks and customers play a role in determining base rates over the business cycle. However, they refute the contention that the supply of loans is necessarily upward sloping in the long run (Lavoie 1996: 286 and 289, 2006: 23). Horizontalists prefer to discuss the effects of changing liquidity ratios in terms of initial restrictions on the borrowing activity of customers. They argue that banks do not curtail credit by marginal variations of the mark-up, though they do change over time the requirements for the identification of creditworthy customers (non-price terms for new loans) and the base rate of their credit offer (price terms for new loans). Therefore, at all times banks only accommodate creditworthy applicants or, in other words, the effective demand for loans. More importantly, the supply of loans is a truncated horizontal line: beyond some point, the supply curve simply vanishes (Lavoie 1996: 288). Changed conditions in the credit market are thus best represented by a shift in the demand curve and a new horizontal supply curve.

Figure 8.2 shows the differences between the Horizontalist and Structuralist analyses of the credit or loans market. The significant difference from Figure 8.1 is the assumption, made in order to simplify the analysis, of a perfectly elastic schedule for the supply of reserves. This means that only a single monetary policy stance is considered (e.g. an \(i_0\) interest rate policy). More importantly, the loans supply schedule is now a function of the liquidity ratios of banks and their customers. During an economic expansion banks are probably going to experience a reduction in the level of liquidity. Illiquidity comes from increasingly risky new loans, and from outstanding loans being perceived as more risky. As the peak of the cycle is approached, some banks become aware of the objective fragility of the system and anxious about the illiquidity of their balance sheets. They are then likely to tighten the requirements for new credit and to raise their base rates (e.g. \(r_1\)). Similarly, as customers take on more debt, banks become concerned about the solvency of their borrowers. As in the previous case, it is likely that banks would revise their lending requirements upwards, and raise the base rates (e.g. \(r_1\)). Thus, in these circumstances the supply of loans (\(L^3\)) is better represented by a step function. Banks set their base rate, and this determines
the height of the loans supply curve (i.e. the relevant horizontal line of the \( L \)). Their perception of the state of the economy explains the length of the horizontal parts of the curve, i.e. how long banks hold constant the supply price of loans (Fontana 2003b).

In short, one of the main differences between the Horizontalist and Structuralist analyses of endogenous money lies in the different assumptions about the behaviour of banks in the credit market. Horizontalists analyse the credit market on the assumption that during the money supply process banks are not affected by changes, if any, in their own liquidity ratios, and the liquidity ratios of their customers. Structuralists allow for the possibility that over the business cycle banks revise price and non-price terms of credit.

**The financial markets**

Another controversy between Horizontalists and Structuralists is related to the relationship between the different recipients of deposits. In the previous chapter it was argued that the demand for loans originates mainly with firms.\(^5\)

\(^5\) The previous chapters have also argued that lending patterns vary from one country to another, and evolve over time, as is the case in the UK where most bank lending in recent years has been to households.
while the deposits created by this lending are eventually held by wage earners. Firms are deficit units involved in income–expenditure decisions. They negotiate with banks the amount of loans necessary for purchasing capital and labour services, and once collateral requirements are satisfied, they own the resulting deposits. These deposits are then exchanged with the owners of the inputs necessary for the production process, in return for their capital and labour services. If transactions between firms are ignored, i.e. if the purchasing of capital services is considered an internal transaction of the business sector, labour services are the only inputs they buy. The supply of new loans is therefore equal to the flow of new deposits transferred from firms to wage earners.

Wage earners use these bank deposits to buy goods and services in the goods market and securities in the financial markets. In the simple case in which the public sector and the foreign sector are ignored, firms issue all securities available for purchase in the financial markets. Therefore, the amount of deposits that wage earners spend in the goods market and in the financial markets is a measure of all new deposits returning to firms. Firms use these deposits to repay banks for their initial loans. This is what has been labelled the Kaldor–Trevithick reflux mechanism (Kaldor and Trevithick 1981). Horizontalists use this mechanism in order to explain how ‘excess’ deposits for wage earners are extinguished from the money supply process (Lavoie 1999: 105–108).

Structuralists usually acknowledge the importance of the Kaldor–Trevithick reflux mechanism (e.g. Arestis 1988: 65). However, they argue that the reflux mechanism does not automatically extinguish all newly created deposits (Chick 1986: 205, Cottrell 1986: 17, Dalziel 2001: 144(2), Palley 1991: 397). Wage earners spend part of these deposits in the goods market and save the remainder for precautionary or speculative purposes. The consequent allocation of deposits between securities and liquid balances is a portfolio choice, and for this reason it cannot be divorced from changes in interest rate differentials, which are bound to have important repercussions in the loans market (Arestis and Howells 1996: 540–544). Structuralists thus maintain that the portfolio choice of wage earners between securities and liquid balances is an important component of the money supply process. It demonstrates the relevance of feedback effects between the credit market and the financial markets.

Figure 8.3 shows the differences between the Horizontalist and Structuralist analyses of the financial markets.6 The significant changes from

6 The author is indebted to Peter Howells for comments and suggestions on the graphical representation of the controversial issues surrounding the behaviour of economic agents in the financial markets (see also Howells 2007).
previous figures are the different slopes of the $LD$ line, and the effects of this difference on the credit market. Again, for the sake of simplicity, the supply of reserves ($R^S$) is assumed to be perfectly elastic, meaning that only a single monetary policy is considered. As in the previous figures, the demand for loans ($L^D_0$) together with the supply of loans ($L^S_0$) determines the flow of new loans ($L_0$), and via the $LD_0$ line the flow of new deposits ($D_0$). Importantly, the $LD_0$ line is drawn for a given portfolio choice of wage earners between securities and liquid balances. Therefore, it cannot be excluded that the flow of new loans ($L_0$) creates an expansion of new deposits ($D_0$) which exceeds the willingness of wage earners to hold them. Wage earners will then modify their portfolios, attempting to hold fewer deposits (e.g. $D_2$) by exchanging some of the new deposits ($D_0$) for securities. The prices of securities will rise and yields will fall. The $LD_0$ line rotates anti-clockwise (e.g. $LD_1$ line). This also means that firms are now able to recover on the financial markets a greater proportion of the initial flow of new deposits ($D_0$), which in turn reduces their outstanding debts to the banks. The demand for new loans will thus shift inwards (e.g. $L_1^D$). At the same time, the fall in the yields on securities means that wage earners are now willing to hold a greater proportion of new deposits (e.g. $D_1$ rather than $D_2$). Similarly, it is likely that the fall in the yields on securities will also have an effect on the supply of new loans. Banks will lower their base rate (e.g. $r_1$),
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and the supply of new loans shifts downwards (e.g. \( L_i^S \)). To prevent cluttering Figure 8.3, the effects of these changes in the market for reserves are not explored here. In other words, a perfectly elastic schedule for the supply of reserves is assumed.

In short, Horizontalists have examined the two-way relationship between the credit market and the financial markets on the assumption that the ultimate impact of an expansion in the supply of loans has no effect whatsoever on the portfolios of wage earners. Structuralists have considered the possibility of portfolio choices changing as a result of the supply of new deposits. How portfolio adjustments in the financial markets affect future conditions in the credit market is of the utmost importance in their understanding of the money supply process (Arestis and Howells 1999: 118, also Cottrell 1988: 296, Goodhart 1989b: 32–33, Wolfson 1996: 458–461).

**A single period-continuation interpretation of the controversial issues**

The foregoing account of the markets for reserves, credit and financial instruments suggests that Horizontalists and Structuralists have in mind two distinct classes of models of the money supply process. These models share the same methodological and theoretical framework, but they differ in terms of the particular assumptions made about the state of expectations of central banks, banks, firms and wage earners. The purpose of the final section of this chapter is to give precise meaning to this idea. The Hicksian distinction between a single period and a continuation theory of money introduced in Chapter 6 is now used to explain the limits to the domains of relevance of the Horizontalist and Structuralist analyses of endogenous money (Fontana 2003b). This argument is offered in a reconciliatory spirit. In harmony with the encompassing principle discussed in Chapter 2, the final objective of this chapter is to encompass these analyses within a more general theory of endogenous money.\(^7\)

Horizontalists and Structuralists concur that the general aim of endogenous money theory is to explain the process of creation and circulation of money. They recognise that calendar time normally elapses between the moment in which central bankers, banks, firms and wage earners make decisions and the ultimate outcome of these decisions. During this time, disappointment or new opportunities play a central role in shaping and

\(^7\) For a thorough discussion of the encompassing principle as an appropriate characterisation of the Post Keynesian way of thinking, see Fontana and Gerrard (2002a). Recent examples of the encompassing principle in practice are Fontana and Palacio-Vera (2002, 2003).
constraining the behaviour of these agents. Accordingly, these agents continuously revise their plans and expectations for the future course of events.

Having acknowledged the relevance of calendar time and expectations, Horizontalist and Structuralist analyses seem to differ in terms of alternative assumptions about the state of expectations involved in the money supply process, and their influence on the working of the markets for monetary reserves, credit and financial instruments. From this perspective, Horizontalists and Structuralists have proposed what in the previous two chapters have been labelled a single period analysis of endogenous money and a continuation analysis of endogenous money, respectively (Hicks 1956: 223).

A single period is the minimum effective unit of economic time for the analysis of agents involved in the money supply process. The length of this period is such that changes in expectations never occur within it, but rather at the junction of one single period and the next. A single period theory of endogenous money is thus built on the simple assumption that the state of agents’ expectations is given. It is given in the sense not of being exogenous, but rather of being assumed constant. This assumption allows the specification of simple and stable functional relationships that continuously changing expectations would have made difficult or impossible to study. It is a realistic attempt to specify the fundamental relationships of the money supply process, without ignoring the possibility that changes in the state of expectations may affect the behaviour of agents involved in this process.

Notwithstanding these positive features, the previous section has shown the limitations of a single period analysis of endogenous money. The possibility that central banks may adopt new monetary stances in response to conditions in the credit market, that over the business cycle banks may revise price and non-price terms of credit, or that the changes in the portfolios of wage earners may affect the lending activity of banks – all these possibilities have no place in a single period analysis. This should not come as a surprise. The formal features of a single period narrow the issues that can be investigated within such a time frame. In a single period, expectations can be frustrated, but their effects are not allowed to alter the current course of events. The effects of changes in the state of expectations have to wait for the next single period.

There are interesting lessons to be learnt when expectations are allowed to affect the course of events. The actual path followed by the sequence of activities that describes the money supply process is explained by the interactions between what agents actually planned to do and what, they discover, they should have planned to do. This is the primary purpose of the continuation analysis of money, which is concerned with the effects of
the events of a period upon the expectations that determine the events of the following periods. A continuation analysis is thus the natural complement to a single period analysis. It is the analysis of a dynamic sequence of single periods. It deals explicitly with linkages between successive periods, and these linkages are an essential step in moving beyond the boundaries of self-contained single periods.

The time framework of a continuation analysis explicitly allows for the fact that the general state of expectations may change in the light of realised results. Inconsistencies between the plans of agents come to the forefront in this analysis as all sorts of mechanisms work to reconcile them. For example, if a central bank were to realise that the actual outcome of its monetary policy was less favourable than it had expected, it would take action to prevent the situation from deteriorating further. As its expectations interact with the realised level of demand for monetary reserves, the short-run nominal interest rate would be likely to change to reflect the new conditions in the economy. The base interest rates would then be affected, as would the demand for loans and the holding of deposits. Thus, the new aggregate supply of reserves would be responding to conditions in the credit market, and the financial markets. Policy reactions from the reserve markets would finally feed back to these markets, creating a complex network of interactions between all the agents involved in the money supply process.

These interactions, policy reactions and feedback mechanisms are important features of continuation analysis, and they constitute a major difference from single period analysis. Staying with the same example, the latter would show that demand and supply conditions in the reserve market affect the credit market. A single period would then continue for a sufficient length of time such that the loans supply process works itself out completely. During this period, a central bank may be disappointed by the results of its policy, commercial banks may experience new opportunities and unexpected problems, or wage earners may prefer to change their portfolios. Yet, the formal features of the single period imply that disappointments, new opportunities or preferences would not have any effect on the state of expectations, and hence on the behaviour of agents operating in the reserve, credit and financial markets. It is only in the next period that these markets would record new demand and supply conditions.

Before concluding, a word of caution is required. As argued in Chapter 6, the Hicksian distinction between a single period analysis and a continuation analysis does not imply that the former is necessarily less important or relevant than the latter. The advantage of the Hicksian distinction is that there is a rigorous criterion to discriminate between these two types of analysis which differ in the assumptions about the state of expectations of agents. Which type of analysis is more important or relevant depends on the purpose
of the analysis, and which assumption about the state of expectations of agents is more realistic in the situation analysed. For instance, Figure 8.1 represents the supply of reserves as a step function, with each horizontal segment indicating a different interest rate policy. The reason for a step function is that in a continuation analysis of the reserve market, the central bank has the possibility of responding to conditions in the credit market, and hence of changing their monetary policy stance (e.g. \( i_0, i_1 \)). However, this does not mean that the single period representation of the supply of reserves as a horizontal line has little relevance in the analysis of the reserve market. The case could indeed be made that in normal circumstances the latter is the most appropriate representation of the supply of reserves. The actions of the central bank in the reserve market are normally defensive, i.e. it intervenes in order to achieve rather than to change the monetary policy stance. This means that in reasonably stable economic and financial conditions it is more appropriate to assume that the state of expectations of the central bank is broadly constant. By the same token, in unstable economic and financial conditions which give rise to changing expectations, a continuation analysis of the market for reserves is likely to be more relevant. In other words, in unstable conditions it is important to rely on a time frame model that allows for all sorts of dynamic reactions between the reserve, credit and financial markets.

**Conclusions**

The core of endogenous money theory is that the supply of money in modern economies is determined by the demand for loans, and that this in turn responds to the need for financing production, accumulation, consumer durable goods or speculative purchases. Beyond a widespread agreement over the idea that ‘loans create deposits’ and ‘deposits generate reserves’, there is much controversy. Horizontalists and Structuralists have now debated for a long time the key issues related to endogenous money. Do central banks accommodate the demand for reserves at the going short-run nominal interest rate? Does the supply of loans slope upwards? Do wage earners make portfolio choices that affect the future availability of credit?

This chapter has built on the analysis of the main features of the Horizontalist and Structuralist analyses of endogenous money discussed in Chapter 7. It has thus proposed an original four-panel diagram to review the areas of controversy between Horizontalist and Structuralist analyses of endogenous money, before showing that there is a more general framework in which these analyses can be made compatible. This general theory of endogenous money is based on Hicks’s distinction between single period and continuation analysis, and it can used to analyse specific institutional
settings or specific historical instances. From this perspective, the current disagreements between Horizontalists and Structuralists arise from the particular assumptions made about the general state of expectations of economic agents. Horizontalists rely upon a single period analysis that is built on the assumption that the state of expectations of all agents involved in the money supply process is constant. This assumption allows the specification of stable functional relationships that continuously changing expectations would make very laborious to specify. On the other hand, Structuralists depend on a continuation framework that explicitly takes account of the fact that the state of expectations of agents may change in the light of realised results. In this way, Structuralists are able to tackle controversial issues related to shifting monetary policies, the liquidity preference of banks and the loans–deposits nexus that are overlooked by Horizontalists. The conclusion of this chapter is that the Horizontalist and Structuralist analyses together form a more general theory of endogenous money.
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